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PROGRAM OVERVIEW
Program Name: Diploma in Cloud & DevOps Engineering
Mode: Distance Education
Duration: 1 Year (2 Semesters)
Total Credits: 35 Credits
Affiliated University: Acharya Nagarjuna University
OBJECTIVE OF THE DIPLOMA
The primary goal of the Diploma in Cloud & DevOps Engineering is to provide comprehensive training in cloud computing platforms (AWS & GCP), containerization technologies (Docker & Kubernetes), and modern DevOps practices (CI/CD, GitOps, Infrastructure as Code). The program bridges the gap between academic knowledge and industry requirements by emphasizing hands-on learning, production-grade deployments, and enterprise-grade cloud infrastructure management.
PROGRAM LEARNING OUTCOMES (PLOs)
Upon successful completion of this diploma, learners will be able to:
Design and deploy scalable cloud infrastructure on AWS and GCP platforms
Implement containerization solutions using Docker and orchestrate applications with Kubernetes
Build and manage CI/CD pipelines using Jenkins, ArgoCD, and GitOps principles
Automate infrastructure provisioning using Terraform and Infrastructure as Code
Monitor, scale, and maintain production cloud applications
Implement security best practices for cloud and containerized environments
Work collaboratively on real-world industry projects demonstrating professional DevOps competencies
SEMESTER-WISE COURSE STRUCTURE
SEMESTER 1: FOUNDATION & CLOUD FUNDAMENTALS
	S.No
	Course Code
	Course Title
	Credits

	1
	DACDE101
	Cloud Computing Fundamentals – AWS & GCP
	3

	2
	DACDE102
	Cloud Computing Fundamentals Lab
	2

	3
	DACDE103
	Docker, Kubernetes & GKE – Container Platform Engineering
	3

	4
	DACDE104
	Docker, Kubernetes & GKE Lab
	2

	5
	DACDE105
	DevOps & GitOps – Jenkins, ArgoCD & Terraform
	3

	6
	DACDE106
	Capstone Project 1
	3

	
	
	SEMESTER 1 TOTAL
	16



SEMESTER 2: ADVANCED CLOUD & DEVOPS PRACTICES
	S.No
	Course Code
	Course Title
	Credits

	1
	DACDE201
	Advanced Cloud Services & Architecture
	3

	2
	DACDE202
	Advanced Cloud Services Lab
	2

	3
	DACDE203
	Advanced DevOps Practices & Automation
	3

	4
	DACDE204
	Advanced DevOps Practices Lab
	2

	5
	DACDE205
	Production Deployment & Operations
	3

	6
	DACDE206
	Capstone Project 2
	6

	
	
	SEMESTER 2 TOTAL
	19



COURSE DESCRIPTIONS
SEMESTER 1 COURSES
DACDE101: Cloud Computing Fundamentals – AWS & GCP – 3 Credits
This course introduces cloud computing concepts, AWS and GCP services, IAM, compute services (EC2, Compute Engine), storage (S3, Cloud Storage), networking (VPC), databases (RDS, Cloud SQL), and monitoring (CloudWatch). Students learn to design and deploy basic cloud infrastructure.
DACDE102: Cloud Computing Fundamentals Lab – 2 Credits
Hands-on laboratory course complementing DACDE101. Students implement cloud infrastructure on AWS and GCP, configure IAM, deploy EC2/Compute Engine instances, set up storage and databases, and implement basic monitoring solutions.
DACDE103: Docker, Kubernetes & GKE – Container Platform Engineering – 3 Credits
Comprehensive study of containerization with Docker, container orchestration with Kubernetes, and Google Kubernetes Engine (GKE). Topics include Docker architecture, Dockerfiles, image optimization, Kubernetes architecture, pods, deployments, services, ConfigMaps, Secrets, scaling, and self-healing.
DACDE104: Docker, Kubernetes & GKE Lab – 2 Credits
Laboratory course for implementing containerized applications. Students gain hands-on experience in building Docker images, creating Kubernetes manifests, deploying applications on GKE, implementing rolling updates, and managing containerized workloads.
DACDE105: DevOps & GitOps – Jenkins, ArgoCD & Terraform – 3 Credits
Introduction to DevOps principles, CI/CD concepts, Jenkins pipeline development, GitOps principles, ArgoCD for Kubernetes deployments, Terraform for Infrastructure as Code, and end-to-end DevOps workflows. Students learn to automate software delivery and infrastructure management.
DACDE106: Capstone Project 1 – 3 Credits
Mini-project applying Semester 1 concepts. Students work on deploying a containerized application on cloud infrastructure, implementing CI/CD pipelines, and demonstrating mastery of cloud services, containers, and basic DevOps practices.
SEMESTER 2 COURSES
DACDE201: Advanced Cloud Services & Architecture – 3 Credits
Advanced cloud architecture patterns, serverless computing (Lambda, Cloud Functions), advanced networking (VPC peering, VPN, Cloud Interconnect), load balancing, auto-scaling, managed services, and multi-cloud strategies. Students learn to design scalable, highly available cloud architectures.
DACDE202: Advanced Cloud Services Lab – 2 Credits
Hands-on laboratory course for implementing advanced cloud architectures. Students build serverless applications, configure advanced networking, implement auto-scaling solutions, and work with managed cloud services.
DACDE203: Advanced DevOps Practices & Automation – 3 Credits
Advanced CI/CD patterns, pipeline optimization, security scanning, compliance automation, advanced Terraform patterns, state management, module development, and infrastructure testing. Students learn enterprise-grade DevOps practices.
DACDE204: Advanced DevOps Practices Lab – 2 Credits
Laboratory course for implementing advanced DevOps automation. Students build complex CI/CD pipelines, implement infrastructure as code at scale, automate security and compliance checks, and optimize deployment workflows.
DACDE205: Production Deployment & Operations – 3 Credits
Production deployment strategies, monitoring and observability (Prometheus, Grafana), logging (ELK stack), incident management, disaster recovery, cost optimization, security hardening, and SRE practices. Students learn to operate production cloud systems.
DACDE206: Capstone Project 2 – 6 Credits
Comprehensive project integrating all Semester 2 concepts. Students design and deploy a production-ready cloud application with advanced DevOps practices, monitoring, security, and automation, demonstrating mastery of cloud and DevOps engineering.
ASSESSMENT METHODOLOGY
Theory Courses: Assignments (30%), Mid-term Examination (20%), End-term Examination (50%)
Lab Courses: Practical Assignments (40%), Lab Examinations (30%), Project Work (30%)
Capstone Projects: Project Proposal (10%), Implementation (60%), Documentation (20%), Presentation (10%)
CAREER OPPORTUNITIES
Graduates of this diploma program can pursue careers as:
Cloud Engineer
DevOps Engineer
Site Reliability Engineer (SRE)
Cloud Architect
Infrastructure Engineer
Platform Engineer
Cloud Security Specialist
INDUSTRY COLLABORATION
This program is designed in collaboration with industry experts and includes:
Real-world project scenarios
Industry-standard tools and technologies
Guest lectures from cloud and DevOps professionals
Internship opportunities with partner organizations
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Diploma in Cloud & DevOps Engineering
Acharya Nagarjuna University – Distance Education Program
Course Code: DACDE101
Course Title: Cloud Computing Fundamentals – AWS & GCP
Credits: 3
Semester: 1
Prerequisites: Basic Computer Science Knowledge
Duration: 18–20 Hours
COURSE OBJECTIVES
To introduce fundamental concepts of cloud computing and cloud service models
To provide comprehensive understanding of AWS (Amazon Web Services) core services
To provide comprehensive understanding of GCP (Google Cloud Platform) core services
To develop skills in designing and deploying basic cloud infrastructure
To enable students to work with cloud storage, compute, networking, and database services
To build foundation for advanced cloud architecture and DevOps practices
COURSE OUTCOMES (COs)
Upon completion of this course, students will be able to:
	CO
	Description
	Bloom's Level

	CO1
	Understand cloud computing fundamentals and service models (IaaS, PaaS, SaaS)
	Understand

	CO2
	Design and deploy compute resources on AWS (EC2) and GCP (Compute Engine)
	Apply

	CO3
	Configure cloud storage solutions using AWS S3 and GCP Cloud Storage
	Apply

	CO4
	Set up virtual networks and security using VPC on AWS and GCP
	Apply

	CO5
	Deploy and manage managed database services (RDS, Cloud SQL)
	Apply

	CO6
	Implement monitoring and logging using CloudWatch and Cloud Monitoring
	Apply



DETAILED SYLLABUS
UNIT I: CLOUD COMPUTING BASICS
Introduction to Cloud Computing – What is Cloud Computing? – History and Evolution of Cloud Computing – Benefits of Cloud Computing: Scalability, Cost Efficiency, Flexibility, Reliability – Cloud Computing Characteristics: On-Demand Self-Service, Broad Network Access, Resource Pooling, Rapid Elasticity, Measured Service.
Cloud vs On-Premises – On-Premises Infrastructure Overview – Cloud Infrastructure Overview – Comparison: Cost, Scalability, Maintenance, Security, Control – When to Use Cloud vs On-Premises – Hybrid Cloud Approach.
Cloud Service Models – Infrastructure as a Service (IaaS): Definition, Characteristics, Use Cases, Examples (EC2, Compute Engine) – Platform as a Service (PaaS): Definition, Characteristics, Use Cases, Examples (App Engine, Elastic Beanstalk) – Software as a Service (SaaS): Definition, Characteristics, Use Cases, Examples (Gmail, Office 365) – Comparison of Service Models – Choosing the Right Service Model.
Cloud Deployment Models – Public Cloud: Definition, Advantages, Disadvantages – Private Cloud: Definition, Advantages, Disadvantages – Hybrid Cloud: Definition, Advantages, Use Cases – Multi-Cloud Strategy: Definition, Benefits, Challenges.
Shared Responsibility Model – Understanding Shared Responsibility – Cloud Provider Responsibilities: Infrastructure, Hardware, Network, Data Center – Customer Responsibilities: Data, Applications, Access Control, Configuration – Security in the Cloud – Compliance and Governance.
Networking Basics – IP Addressing: IPv4, IPv6, CIDR Notation – Subnets and Subnetting – Routing and Gateways – DNS (Domain Name System) – Load Balancing Concepts – Firewalls and Security Groups – VPN (Virtual Private Network) Basics.
UNIT II: AWS SERVICES – CORE INFRASTRUCTURE
AWS Overview – Amazon Web Services Introduction – AWS Global Infrastructure: Regions, Availability Zones, Edge Locations – AWS Management Console – AWS CLI (Command Line Interface) – AWS Account Setup and Billing.
Identity and Access Management (IAM) – IAM Fundamentals – Users, Groups, and Roles – IAM Policies: Policy Structure, Policy Types, Policy Evaluation – Best Practices for IAM – Multi-Factor Authentication (MFA) – IAM Roles for Services.
Elastic Compute Cloud (EC2) – EC2 Fundamentals – EC2 Instance Types: General Purpose, Compute Optimized, Memory Optimized, Storage Optimized – Amazon Machine Images (AMIs) – EC2 Instance Launch and Configuration – Key Pairs and Security Groups – Elastic IP Addresses – EC2 Instance Lifecycle: Launch, Start, Stop, Terminate – EC2 Pricing Models: On-Demand, Reserved Instances, Spot Instances.
Virtual Private Cloud (VPC) – VPC Fundamentals – VPC Components: Subnets, Route Tables, Internet Gateway, NAT Gateway – VPC CIDR Blocks – Public vs Private Subnets – Security Groups vs Network ACLs – VPC Peering – VPC Endpoints.
Simple Storage Service (S3) – S3 Fundamentals – S3 Buckets and Objects – S3 Storage Classes: Standard, Standard-IA, One Zone-IA, Glacier, Glacier Deep Archive – S3 Versioning and Lifecycle Policies – S3 Encryption: Server-Side Encryption, Client-Side Encryption – S3 Access Control: Bucket Policies, ACLs – S3 Static Website Hosting – S3 Transfer Acceleration.
Elastic Block Store (EBS) – EBS Fundamentals – EBS Volume Types: gp3, gp2, io1, io2, st1, sc1 – EBS Snapshots – EBS Encryption – EBS Performance Optimization – Attaching and Detaching EBS Volumes.
Load Balancers and Auto Scaling – Application Load Balancer (ALB) – Network Load Balancer (NLB) – Classic Load Balancer – Auto Scaling Groups: Launch Configuration, Launch Templates – Auto Scaling Policies: Target Tracking, Step Scaling, Simple Scaling – Health Checks and Auto Scaling.
CloudWatch – CloudWatch Fundamentals – CloudWatch Metrics – CloudWatch Logs – CloudWatch Alarms – CloudWatch Dashboards – CloudWatch Events (EventBridge) – CloudWatch Best Practices.
AWS Lambda – Serverless Computing Concepts – Lambda Fundamentals – Lambda Functions: Runtime, Handler, Event Sources – Lambda Triggers – Lambda Configuration: Memory, Timeout, Environment Variables – Lambda Best Practices – Use Cases for Lambda.
Relational Database Service (RDS) & Aurora – RDS Fundamentals – RDS Database Engines: MySQL, PostgreSQL, MariaDB, Oracle, SQL Server – RDS Instance Types – RDS Multi-AZ Deployment – RDS Read Replicas – RDS Backups and Snapshots – RDS Security: Encryption, VPC Security Groups – Amazon Aurora: Architecture, Advantages, Use Cases.
UNIT III: GCP SERVICES – CORE INFRASTRUCTURE
GCP Overview – Google Cloud Platform Introduction – GCP Global Infrastructure: Regions, Zones, Edge Locations – GCP Console – Cloud SDK (gcloud CLI) – GCP Account Setup and Billing – GCP Free Tier and Credits.
Identity and Access Management (IAM) – GCP IAM Fundamentals – IAM Resources: Projects, Folders, Organizations – IAM Principals: Users, Service Accounts, Groups – IAM Roles: Predefined Roles, Custom Roles – IAM Policy Binding – IAM Best Practices – Service Account Keys and Authentication.
Compute Engine – Compute Engine Fundamentals – Machine Types: Standard, High-Memory, High-CPU, Shared-Core – Images and Snapshots – Instance Creation and Configuration – Metadata and Startup Scripts – Persistent Disks: Standard Persistent Disks, SSD Persistent Disks, Local SSDs – Instance Groups: Managed Instance Groups, Unmanaged Instance Groups – Preemptible Instances – Sustained Use Discounts and Committed Use Discounts.
Virtual Private Cloud (VPC) – GCP VPC Fundamentals – VPC Networks: Default VPC, Custom VPC – Subnets: Regional Subnets, Subnet Ranges – Routes and Route Tables – Firewall Rules: Ingress Rules, Egress Rules, Priority – VPC Peering – Cloud VPN – Cloud Interconnect – Private Google Access.
Cloud Storage – Cloud Storage Fundamentals – Storage Buckets – Storage Classes: Standard, Nearline, Coldline, Archive – Object Lifecycle Management – Cloud Storage Access Control: IAM, ACLs, Signed URLs – Cloud Storage Encryption – Cloud Storage Transfer Service – Cloud Storage Best Practices.
Cloud SQL – Cloud SQL Fundamentals – Database Engines: MySQL, PostgreSQL, SQL Server – Cloud SQL Instance Types – High Availability Configuration – Read Replicas – Automated Backups – Cloud SQL Security: Authorized Networks, SSL/TLS – Cloud SQL Proxy – Cloud SQL Best Practices.
Google Kubernetes Engine (GKE) Introduction – Container Orchestration Overview – GKE Fundamentals – GKE Cluster Architecture: Control Plane, Nodes – GKE Cluster Types: Standard, Autopilot – GKE Node Pools – GKE Networking: Pods, Services, Ingress – GKE Authentication and Authorization – GKE Monitoring and Logging – Basic GKE Operations.
Cloud Monitoring and Logging – Cloud Monitoring Fundamentals – Metrics and Time Series – Monitoring Dashboards – Alerting Policies – Uptime Checks – Cloud Logging: Log Types, Log Sinks – Log-based Metrics – Error Reporting – Cloud Trace – Cloud Profiler.
UNIT IV: CLOUD ARCHITECTURE AND BEST PRACTICES
Cloud Architecture Principles – Well-Architected Framework: Operational Excellence, Security, Reliability, Performance Efficiency, Cost Optimization – Scalability Patterns: Horizontal Scaling, Vertical Scaling – High Availability Patterns: Multi-AZ Deployment, Load Balancing – Disaster Recovery Strategies: Backup and Restore, Pilot Light, Warm Standby, Multi-Site.
Cost Optimization – Understanding Cloud Pricing Models – Cost Management Tools: AWS Cost Explorer, GCP Cost Management – Right-Sizing Instances – Reserved Instances and Committed Use Discounts – Spot Instances and Preemptible VMs – Storage Optimization – Cost Monitoring and Budgets – Cost Allocation Tags and Labels.
Security Best Practices – Cloud Security Fundamentals – Network Security: Security Groups, Firewall Rules, VPC Security – Data Encryption: Encryption at Rest, Encryption in Transit – Identity and Access Management Best Practices – Security Monitoring and Auditing – Compliance Frameworks: SOC 2, ISO 27001, HIPAA – Security Incident Response.
Monitoring and Observability – Monitoring Strategy – Key Metrics to Monitor: CPU Utilization, Memory Usage, Network Traffic, Disk I/O – Logging Best Practices – Alerting Strategies – Dashboard Design – Distributed Tracing – Performance Monitoring.
Migration to Cloud – Cloud Migration Strategies: Rehost (Lift and Shift), Replatform (Lift and Reshape), Refactor (Re-architect) – Migration Planning – Assessment and Discovery – Migration Tools: AWS Migration Hub, GCP Migrate for Compute Engine – Common Migration Challenges – Post-Migration Optimization.
TEXTBOOKS AND REFERENCES
Textbooks
Wittig, Andreas, and Wittig, Michael. "Amazon Web Services in Action: An in-depth guide to implementing and managing your infrastructure on AWS." Manning Publications, 2018.
Cole, Dan, et al. "Google Cloud Platform in Action." Manning Publications, 2018.
References
AWS Documentation: https://docs.aws.amazon.com/
Google Cloud Documentation: https://cloud.google.com/docs
AWS Well-Architected Framework: https://aws.amazon.com/architecture/well-architected/
Google Cloud Architecture Framework: https://cloud.google.com/architecture/framework
Cloud Academy: https://cloudacademy.com/
A Cloud Guru: https://www.acloudguru.com/
ASSESSMENT
Assignments: 30%
Mid-term Examination: 20%
End-term Examination: 50%
LABORATORY WORK
Students will complete hands-on labs covering:
AWS Account Setup and IAM Configuration
EC2 Instance Launch and Configuration
S3 Bucket Creation and Management
VPC Setup and Networking
RDS Database Deployment
GCP Account Setup and IAM Configuration
Compute Engine Instance Deployment
Cloud Storage Bucket Management
Cloud SQL Database Setup
Basic GKE Cluster Deployment
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Diploma in Cloud & DevOps Engineering
Acharya Nagarjuna University – Distance Education Program
Course Code: DACDE102
Course Title: Cloud Computing Fundamentals Lab
Credits: 2
Semester: 1
Prerequisites: DACDE101 (Co-requisite)
Duration: 18–20 Hours
COURSE OBJECTIVES
To provide hands-on experience with AWS core services
To provide hands-on experience with GCP core services
To develop practical skills in deploying cloud infrastructure
To enable students to configure and manage cloud resources
To build confidence in working with cloud platforms through real-world scenarios
COURSE OUTCOMES (COs)
Upon completion of this course, students will be able to:
	CO
	Description
	Bloom's Level

	CO1
	Set up AWS and GCP accounts and configure IAM
	Apply

	CO2
	Deploy and manage EC2 and Compute Engine instances
	Apply

	CO3
	Create and configure S3 buckets and Cloud Storage
	Apply

	CO4
	Set up VPC networks on both AWS and GCP
	Apply

	CO5
	Deploy and manage RDS and Cloud SQL databases
	Apply

	CO6
	Implement monitoring and logging solutions
	Apply



LAB EXPERIMENTS
LAB 1: AWS Account Setup and IAM Configuration
Duration: 2 Hours
Objectives:
Create AWS account and set up billing alerts
Configure IAM users, groups, and roles
Create and attach IAM policies
Enable MFA for root account
Create IAM roles for EC2 instances
Prerequisites:
Valid email address
Credit/debit card for account verification (will not be charged for Free Tier)
Detailed Procedure:
Step 1: AWS Account Creation
Navigate to AWS Sign-up Page
Go to https://aws.amazon.com/
Click "Create an AWS Account"
Enter email address and account name (e.g., "student-labs")
Account Verification
Enter verification code sent to email
Set root account password (must be strong: 12+ characters, mixed case, numbers, symbols)
Enter contact information and address
Payment Information
Enter credit/debit card details (required for verification)
Note: AWS Free Tier provides 750 hours/month EC2, 5GB S3 storage, etc.
AWS will verify card with $1 authorization (refunded)
Account Verification Call
AWS will call the provided phone number
Enter the 4-digit PIN shown on screen
Select support plan: "Basic Plan - Free"
Account Activation
Wait for account activation (usually 5-10 minutes)
Sign in to AWS Management Console
Expected Result: Successfully logged into AWS Management Console with root account.
Step 2: Configure Billing Alerts
Access Billing Dashboard
Click on account name (top right) → "Billing Dashboard"
Review current usage (should be $0.00)
Create Billing Alert
Navigate to "Billing" → "Preferences"
Enable "Receive Billing Alerts"
Go to CloudWatch → "Alarms" → "Create Alarm"
Select metric: "Billing" → "EstimatedCharges"
Set threshold: $5.00
Configure SNS topic for notifications
Create new SNS topic: "billing-alerts"
Enter email address for notifications
Confirm email subscription
Name alarm: "BillingAlert-5Dollars"
Click "Create Alarm"
Expected Result: Billing alarm created and email confirmation received.
Verification Command:
Expected Output:
Step 3: Create IAM User with Programmatic Access
Navigate to IAM Console
Go to Services → "IAM" (Identity and Access Management)
Click "Users" in left navigation
Create New User
Click "Add users"
User name: "lab-user-01"
Access type: Select "Programmatic access" and "AWS Management Console access"
Console password: "Set custom password"
Password: Create strong password (save securely)
Require password reset: Uncheck (for lab purposes)
Set Permissions
Click "Attach existing policies directly"
Select policy: "AmazonEC2FullAccess"
Select policy: "AmazonS3FullAccess"
Click "Next: Tags" (skip tags for now)
Click "Create user"
Save Credentials
IMPORTANT: Download CSV file with Access Key ID and Secret Access Key
Store securely (you won't be able to view secret key again)
Note: Access Key ID: AKIAIOSFODNN7EXAMPLE (example)
Note: Secret Access Key: wJalrXUtnFEMI/K7MDENG/bPxRfiCYEXAMPLEKEY (example)
Expected Result: IAM user created with programmatic and console access.
Verification Command:
Expected Output:
Step 4: Configure AWS CLI
Install AWS CLI (if not installed)
   ```bash
   # macOS
   brew install awscli
   # Linux
   sudo apt-get install awscli
   # Windows - Download from AWS website
   ```
Configure AWS CLI
   ```bash
   aws configure
   ```
AWS Access Key ID: [Enter Access Key from Step 3]
AWS Secret Access Key: [Enter Secret Key from Step 3]
Default region name: us-east-1 (or your preferred region)
Default output format: json
Test AWS CLI Configuration
   ```bash
   aws sts get-caller-identity
   ```
Expected Output:
Step 5: Create IAM Group
Create Group
Navigate to IAM → "Groups"
Click "Create New Group"
Group name: "Developers"
Click "Next Step"
Attach Policies to Group
Search and select: "AmazonEC2FullAccess"
Search and select: "AmazonS3FullAccess"
Search and select: "AmazonRDSFullAccess"
Click "Next Step" → "Create Group"
Add User to Group
Select "Developers" group
Click "Users" tab → "Add Users to Group"
Select "lab-user-01"
Click "Add Users"
Expected Result: Group created with policies, user added to group.
Verification Command:
Step 6: Create IAM Role for EC2
Create Role
Navigate to IAM → "Roles"
Click "Create Role"
Trusted entity type: "AWS service"
Use case: "EC2"
Click "Next"
Attach Permissions
Search and select: "AmazonS3ReadOnlyAccess"
Click "Next"
Name Role
Role name: "EC2-S3-ReadOnly-Role"
Description: "Allows EC2 instances to read from S3"
Click "Create Role"
Expected Result: IAM role created for EC2 service.
Verification Command:
Step 7: Enable MFA for IAM User
Navigate to User
Go to IAM → "Users" → Select "lab-user-01"
Click "Security credentials" tab
Assign MFA Device
Click "Assign MFA device"
MFA device type: "Virtual MFA device"
Click "Next"
Configure MFA
Install authenticator app (Google Authenticator, Authy, etc.)
Scan QR code or enter secret key manually
Enter two consecutive MFA codes
Click "Assign MFA"
Expected Result: MFA enabled for IAM user.
Verification: User must provide MFA code when signing in to console.
Step 8: Test IAM Permissions
Test EC2 Permissions
   ```bash
   aws ec2 describe-instances
   ```
   Expected Output: List of EC2 instances (may be empty initially)
Test S3 Permissions
   ```bash
   aws s3 ls
   ```
   Expected Output: List of S3 buckets (may be empty initially)
Test Denied Permission (should fail)
   ```bash
   aws iam create-user --user-name test-user
   ```
   Expected Output: Error - Access Denied (user doesn't have IAM permissions)
Lab Completion Checklist:
[ ] AWS account created and verified
[ ] Billing alert configured and tested
[ ] IAM user created with programmatic access
[ ] AWS CLI configured and tested
[ ] IAM group created with policies
[ ] IAM role created for EC2
[ ] MFA enabled for IAM user
[ ] Permissions tested successfully
Assessment Criteria:
Account setup completed correctly (20%)
IAM configuration proper (30%)
AWS CLI working (20%)
MFA enabled (15%)
Documentation and screenshots (15%)
Troubleshooting Tips:
If billing alert not working: Check SNS topic subscription confirmation
If AWS CLI fails: Verify credentials in ~/.aws/credentials
If MFA setup fails: Ensure authenticator app is properly configured
If permissions denied: Check user is in correct group with policies attached
LAB 2: AWS EC2 Instance Deployment
Duration: 2 Hours
Objectives:
Launch EC2 instances (Linux and Windows)
Configure security groups
Connect to instances using SSH/RDP
Create and attach EBS volumes
Configure Elastic IP addresses
Create and use AMIs
Prerequisites:
Completed Lab 1 (AWS account and IAM configured)
AWS CLI installed and configured
SSH client installed (macOS/Linux: built-in, Windows: PuTTY or WSL)
Detailed Procedure:
Step 1: Launch Linux EC2 Instance
Navigate to EC2 Console
Go to Services → "EC2"
Click "Launch Instance"
Choose AMI
Name: "web-server-linux"
AMI: Select "Amazon Linux 2023 AMI" (Free Tier eligible)
Architecture: x86_64
Click "Select"
Choose Instance Type
Instance type: t2.micro (Free Tier eligible)
vCPUs: 1, Memory: 1 GiB
Click "Next: Configure Instance Details"
Configure Instance
Number of instances: 1
Network: Select default VPC
Subnet: Select default subnet
Auto-assign Public IP: Enable
IAM role: Select "EC2-S3-ReadOnly-Role" (from Lab 1)
Click "Next: Add Storage"
Add Storage
Volume type: gp3
Size: 8 GiB (Free Tier: 30 GB)
Delete on termination: Check (for lab cleanup)
Click "Next: Add Tags"
Add Tags
Key: Name, Value: web-server-linux
Key: Environment, Value: Lab
Key: Project, Value: Cloud-Fundamentals
Click "Next: Configure Security Group"
Configure Security Group
Security group name: web-server-sg
Description: "Security group for web server"
Add rule:
Type: SSH, Protocol: TCP, Port: 22, Source: My IP
Add rule:
Type: HTTP, Protocol: TCP, Port: 80, Source: 0.0.0.0/0
Click "Review and Launch"
Review and Launch
Review all settings
Click "Launch"
Create/Select Key Pair
Select "Create a new key pair"
Key pair name: lab-key-pair
Key pair type: RSA
Private key file format: .pem
Click "Download Key Pair"
IMPORTANT: Save the .pem file securely
Set permissions (Linux/macOS):
     ```bash
     chmod 400 lab-key-pair.pem
     ```
Click "Launch Instances"
Expected Result: EC2 instance launching, status: "pending" → "running"
Verification Command:
Expected Output:
Step 2: Connect to Linux Instance via SSH
Get Instance Public IP
   ```bash
   aws ec2 describe-instances --instance-ids i-0123456789abcdef0 \
     --query 'Reservations[].Instances[].PublicIpAddress' \
     --output text
   ```
Connect via SSH
   ```bash
   ssh -i lab-key-pair.pem ec2-user@54.123.45.67
   ```
First time: Type "yes" to accept host key
You should see: [ec2-user@ip-172-31-xx-xx ~]$
Verify Connection
   ```bash
   # On EC2 instance
   whoami
   # Output: ec2-user
   hostname
   # Output: ip-172-31-xx-xx
   uname -a
   # Output: Linux ip-172-31-xx-xx 5.10.x #1 SMP ...
   ```
Install Web Server (for testing)
   ```bash
   sudo yum update -y
   sudo yum install httpd -y
   sudo systemctl start httpd
   sudo systemctl enable httpd
   echo "<h1>Hello from EC2!</h1>" | sudo tee /var/www/html/index.html
   ```
Test Web Server
Open browser: http://54.123.45.67
Should see: "Hello from EC2!"
Expected Result: Successfully connected to EC2 instance, web server running.
Step 3: Launch Windows EC2 Instance
Launch Windows Instance
Follow Steps 1-8 from Linux instance
AMI: Select "Microsoft Windows Server 2022 Base"
Instance type: t2.micro
Security group: Add RDP rule (Port 3389, Source: My IP)
Key pair: Use same lab-key-pair or create new one
Get Windows Password
Wait for instance to be "running"
Select instance → "Connect" → "RDP client"
Click "Get Password"
Upload lab-key-pair.pem file
Click "Decrypt Password"
Save the password (shown only once)
Connect via RDP
Download RDP file or use RDP client
Public IP: [from instance details]
Username: Administrator
Password: [decrypted password from step 2]
Connect
Expected Result: Successfully connected to Windows instance via RDP.
Step 4: Create and Attach EBS Volume
Create EBS Volume
   ```bash
   aws ec2 create-volume \
     --availability-zone us-east-1a \
     --size 10 \
     --volume-type gp3 \
     --tag-specifications 'ResourceType=volume,Tags=[{Key=Name,Value=lab-data-volume}]'
   ```
Note the VolumeId from output
Attach Volume to Instance
   ```bash
   aws ec2 attach-volume \
     --volume-id vol-0123456789abcdef0 \
     --instance-id i-0123456789abcdef0 \
     --device /dev/xvdf
   ```
Verify Volume Attachment
   ```bash
   aws ec2 describe-volumes --volume-ids vol-0123456789abcdef0
   ```
State should be "in-use"
Attachment state should be "attached"
Format and Mount Volume (on Linux instance)
   ```bash
   # SSH into instance first
   ssh -i lab-key-pair.pem ec2-user@54.123.45.67
   # List block devices
   lsblk
   # Should see: xvdf (your new volume)
   # Check if formatted
   sudo file -s /dev/xvdf
   # Output: /dev/xvdf: data (if not formatted)
   # Format volume
   sudo mkfs -t xfs /dev/xvdf
   # Create mount point
   sudo mkdir /mnt/data
   # Mount volume
   sudo mount /dev/xvdf /mnt/data
   # Verify mount
   df -h
   # Should see: /dev/xvdf mounted on /mnt/data
   # Make mount persistent (add to /etc/fstab)
   echo "/dev/xvdf /mnt/data xfs defaults,nofail 0 2" | sudo tee -a /etc/fstab
   # Test
   echo "Test data" | sudo tee /mnt/data/test.txt
   cat /mnt/data/test.txt
   ```
Expected Result: EBS volume created, attached, formatted, and mounted successfully.
Verification Command:
Step 5: Configure Elastic IP
Allocate Elastic IP
   ```bash
   aws ec2 allocate-address --domain vpc
   ```
Note the AllocationId and PublicIp from output
Associate Elastic IP with Instance
   ```bash
   aws ec2 associate-address \
     --instance-id i-0123456789abcdef0 \
     --allocation-id eipalloc-0123456789abcdef0
   ```
Verify Association
   ```bash
   aws ec2 describe-addresses --allocation-ids eipalloc-0123456789abcdef0
   ```
InstanceId should match your instance
PublicIp should be shown
Test Connection with Elastic IP
   ```bash
   # Get Elastic IP
   ELASTIC_IP=$(aws ec2 describe-addresses \
     --allocation-ids eipalloc-0123456789abcdef0 \
     --query 'Addresses[0].PublicIp' --output text)
   echo $ELASTIC_IP
   # Should show the Elastic IP address
   # Test SSH connection
   ssh -i lab-key-pair.pem ec2-user@$ELASTIC_IP
   ```
Expected Result: Elastic IP allocated and associated with instance.
Note: Elastic IPs are free when attached to running instances. Charges apply if Elastic IP is not associated with an instance.
Step 6: Create AMI from Running Instance
Create AMI
   ```bash
   aws ec2 create-image \
     --instance-id i-0123456789abcdef0 \
     --name "web-server-ami-$(date +%Y%m%d)" \
     --description "AMI created from web server instance" \
     --no-reboot
   ```
Note the ImageId from output
Wait for AMI Creation
   ```bash
   # Check AMI status
   aws ec2 describe-images --image-ids ami-0123456789abcdef0
   ```
State: "pending" → "available" (takes 5-10 minutes)
Launch Instance from AMI
Go to EC2 Console → "AMIs"
Select your AMI → "Launch Instance from AMI"
Configure same as original instance
Launch
Expected Result: AMI created and new instance launched from AMI.
Verification:
New instance should have web server pre-installed
Access http://[new-instance-ip] should show "Hello from EC2!"
Lab Completion Checklist:
[ ] Linux EC2 instance launched and running
[ ] Connected to Linux instance via SSH
[ ] Web server installed and accessible
[ ] Windows EC2 instance launched
[ ] Connected to Windows instance via RDP
[ ] EBS volume created and attached
[ ] Volume formatted and mounted
[ ] Elastic IP allocated and associated
[ ] AMI created from instance
[ ] New instance launched from AMI
Assessment Criteria:
Instance launch configuration (20%)
SSH/RDP connection successful (20%)
EBS volume operations (20%)
Elastic IP configuration (15%)
AMI creation and usage (15%)
Documentation and screenshots (10%)
Troubleshooting Tips:
SSH connection fails: Check security group allows port 22 from your IP
Permission denied (publickey): Verify key file permissions (chmod 400)
Volume not showing: Check volume is attached and in same AZ as instance
AMI creation slow: Normal, can take 10-15 minutes for large instances
Elastic IP not working: Verify instance is running and Elastic IP is associated
LAB 3: AWS S3 Storage Management
Duration: 2 Hours
Objectives:
Create and configure S3 buckets
Upload and manage objects using Console and CLI
Configure bucket versioning and lifecycle policies
Set up bucket policies and ACLs
Enable static website hosting
Configure CORS and event notifications
Prerequisites:
Completed Lab 1 and Lab 2
AWS CLI configured
Basic understanding of HTTP and web hosting
Detailed Procedure:
Step 1: Create S3 Bucket
Create Bucket via Console
Navigate to S3 Console
Click "Create bucket"
Bucket name: lab-bucket-[your-student-id] (must be globally unique)
AWS Region: us-east-1
Object Ownership: ACLs disabled (recommended)
Block Public Access settings: Uncheck all (for website hosting)
Bucket Versioning: Enable
Default encryption: Enable (SSE-S3)
Click "Create bucket"
Create Bucket via CLI
   ```bash
   aws s3 mb s3://lab-bucket-cli-$(date +%s) --region us-east-1
   ```
Expected Result: Bucket created successfully.
Verification Command:
Expected Output:
Step 2: Upload Objects
Create Test Files
   ```bash
   # Create test files locally
   echo "Hello from S3!" > test-file.txt
   echo "<html><body><h1>My S3 Website</h1></body></html>" > index.html
   ```
Upload via Console
Navigate to bucket → "Upload"
Add files: test-file.txt, index.html
Click "Upload"
Upload via CLI
   ```bash
   aws s3 cp test-file.txt s3://lab-bucket-student123/
   aws s3 cp index.html s3://lab-bucket-student123/
   aws s3 sync . s3://lab-bucket-student123/ --exclude "" --include ".txt"
   ```
Verify Upload
   ```bash
   aws s3 ls s3://lab-bucket-student123/
   ```
Expected Output:
Step 3: Configure Bucket Versioning
Enable Versioning
   ```bash
   aws s3api put-bucket-versioning \
     --bucket lab-bucket-student123 \
     --versioning-configuration Status=Enabled
   ```
Upload New Version of File
   ```bash
   echo "Updated content!" > test-file.txt
   aws s3 cp test-file.txt s3://lab-bucket-student123/
   ```
List Object Versions
   ```bash
   aws s3api list-object-versions \
     --bucket lab-bucket-student123 \
     --prefix test-file.txt
   ```
Expected Output:
Restore Previous Version
   ```bash
   # Get version ID of previous version
   PREV_VERSION=$(aws s3api list-object-versions \
     --bucket lab-bucket-student123 \
     --prefix test-file.txt \
     --query 'Versions[?IsLatest==false].VersionId' --output text)
   # Restore previous version
   aws s3api get-object \
     --bucket lab-bucket-student123 \
     --key test-file.txt \
     --version-id $PREV_VERSION \
     restored-file.txt
   ```
Expected Result: Versioning enabled, multiple versions stored, previous version restored.
Step 4: Configure Lifecycle Policies
Create Lifecycle Policy
   ```bash
   cat > lifecycle-policy.json <<EOF
   {
     "Rules": [
       {
         "Id": "MoveToGlacier",
         "Status": "Enabled",
         "Prefix": "archive/",
         "Transitions": [
           {
             "Days": 30,
             "StorageClass": "GLACIER"
           }
         ]
       },
       {
         "Id": "DeleteOldVersions",
         "Status": "Enabled",
         "NoncurrentVersionTransitions": [
           {
             "NoncurrentDays": 90,
             "StorageClass": "GLACIER"
           }
         ],
         "NoncurrentVersionExpiration": {
           "NoncurrentDays": 365
         }
       }
     ]
   }
   EOF
   aws s3api put-bucket-lifecycle-configuration \
     --bucket lab-bucket-student123 \
     --lifecycle-configuration file://lifecycle-policy.json
   ```
Verify Lifecycle Policy
   ```bash
   aws s3api get-bucket-lifecycle-configuration \
     --bucket lab-bucket-student123
   ```
Expected Result: Lifecycle policies configured for cost optimization.
Step 5: Configure Bucket Policy
Create Bucket Policy for Public Read Access
   ```bash
   cat > bucket-policy.json <<EOF
   {
     "Version": "2012-10-17",
     "Statement": [
       {
         "Sid": "PublicReadGetObject",
         "Effect": "Allow",
         "Principal": "*",
         "Action": "s3:GetObject",
         "Resource": "arn:aws:s3:::lab-bucket-student123/*"
       }
     ]
   }
   EOF
   aws s3api put-bucket-policy \
     --bucket lab-bucket-student123 \
     --policy file://bucket-policy.json
   ```
Test Public Access
   ```bash
   # Get public URL
   aws s3 presign s3://lab-bucket-student123/index.html --expires-in 3600
   ```
Open URL in browser (should work without authentication)
Expected Result: Bucket policy applied, objects publicly accessible.
Step 6: Enable Static Website Hosting
Enable Website Hosting
   ```bash
   aws s3 website s3://lab-bucket-student123/ \
     --index-document index.html \
     --error-document error.html
   ```
Create Error Page
   ```bash
   echo "<html><body><h1>404 - Page Not Found</h1></body></html>" > error.html
   aws s3 cp error.html s3://lab-bucket-student123/
   ```
Get Website URL
   ```bash
   aws s3api get-bucket-website \
     --bucket lab-bucket-student123
   ```
Website URL: http://lab-bucket-student123.s3-website-us-east-1.amazonaws.com
Test Website
Open website URL in browser
Should see: "My S3 Website"
Expected Result: Static website hosted and accessible via public URL.
Step 7: Configure CORS
Create CORS Configuration
   ```bash
   cat > cors-config.json <<EOF
   {
     "CORSRules": [
       {
         "AllowedHeaders": ["*"],
         "AllowedMethods": ["GET", "HEAD"],
         "AllowedOrigins": ["*"],
         "ExposeHeaders": [],
         "MaxAgeSeconds": 3000
       }
     ]
   }
   EOF
   aws s3api put-bucket-cors \
     --bucket lab-bucket-student123 \
     --cors-configuration file://cors-config.json
   ```
Verify CORS Configuration
   ```bash
   aws s3api get-bucket-cors --bucket lab-bucket-student123
   ```
Expected Result: CORS configured for cross-origin access.
Step 8: Set Up S3 Event Notifications
Create SNS Topic (for notifications)
   ```bash
   aws sns create-topic --name s3-upload-notifications
   ```
Note TopicArn from output
Subscribe to Topic
   ```bash
   aws sns subscribe \
     --topic-arn arn:aws:sns:us-east-1:123456789012:s3-upload-notifications \
     --protocol email \
     --notification-endpoint your-email@example.com
   ```
Confirm subscription via email
Configure Event Notification
   ```bash
   cat > notification-config.json <<EOF
   {
     "TopicConfigurations": [
       {
         "Id": "ObjectCreated",
         "TopicArn": "arn:aws:sns:us-east-1:123456789012:s3-upload-notifications",
         "Events": ["s3:ObjectCreated:*"]
       }
     ]
   }
   EOF
   aws s3api put-bucket-notification-configuration \
     --bucket lab-bucket-student123 \
     --notification-configuration file://notification-config.json
   ```
Test Notification
   ```bash
   echo "Test notification" > test-notification.txt
   aws s3 cp test-notification.txt s3://lab-bucket-student123/
   ```
Check email for notification
Expected Result: Event notifications configured and working.
Lab Completion Checklist:
[ ] S3 bucket created (Console and CLI)
[ ] Objects uploaded successfully
[ ] Versioning enabled and tested
[ ] Lifecycle policies configured
[ ] Bucket policy created for public access
[ ] Static website hosting enabled
[ ] Website accessible via public URL
[ ] CORS configured
[ ] Event notifications set up and tested
Assessment Criteria:
Bucket creation and configuration (20%)
Object upload and management (20%)
Versioning implementation (15%)
Lifecycle policies (15%)
Website hosting (15%)
CORS and notifications (10%)
Documentation (5%)
Troubleshooting Tips:
Bucket name already exists: Use unique name with timestamp or student ID
Public access blocked: Uncheck "Block all public access" in bucket settings
Website not loading: Verify bucket policy allows public read access
CORS errors: Check CORS configuration matches your use case
Notifications not working: Verify SNS topic subscription is confirmed
[Continue with remaining labs following the same detailed format...]
LAB 4: AWS VPC and Networking
Duration: 2 Hours
Objectives:
Create custom VPC with proper CIDR blocks
Configure public and private subnets across availability zones
Set up Internet Gateway and NAT Gateway
Configure route tables for proper routing
Implement security groups and Network ACLs
Test connectivity between instances
Prerequisites:
Completed Labs 1-3
Understanding of IP addressing and subnetting
Basic networking concepts
Detailed Procedure:
Step 1: Create Custom VPC
Create VPC via Console
Navigate to VPC Console
Click "Create VPC"
Name tag: lab-vpc
IPv4 CIDR block: 10.0.0.0/16
IPv6 CIDR block: No IPv6 CIDR block
Tenancy: Default
Click "Create VPC"
Create VPC via CLI
   ```bash
   VPC_ID=$(aws ec2 create-vpc \
     --cidr-block 10.0.0.0/16 \
     --tag-specifications 'ResourceType=vpc,Tags=[{Key=Name,Value=lab-vpc}]' \
     --query 'Vpc.VpcId' --output text)
   echo "VPC ID: $VPC_ID"
   ```
Expected Result: VPC created with CIDR 10.0.0.0/16.
Verification Command:
Step 2: Create Public and Private Subnets
Create Public Subnet in AZ-1a
   ```bash
   PUBLIC_SUBNET_1=$(aws ec2 create-subnet \
     --vpc-id $VPC_ID \
     --cidr-block 10.0.1.0/24 \
     --availability-zone us-east-1a \
     --tag-specifications 'ResourceType=subnet,Tags=[{Key=Name,Value=public-subnet-1a}]' \
     --query 'Subnet.SubnetId' --output text)
   # Enable auto-assign public IP
   aws ec2 modify-subnet-attribute \
     --subnet-id $PUBLIC_SUBNET_1 \
     --map-public-ip-on-launch
   ```
Create Public Subnet in AZ-1b
   ```bash
   PUBLIC_SUBNET_2=$(aws ec2 create-subnet \
     --vpc-id $VPC_ID \
     --cidr-block 10.0.2.0/24 \
     --availability-zone us-east-1b \
     --tag-specifications 'ResourceType=subnet,Tags=[{Key=Name,Value=public-subnet-1b}]' \
     --query 'Subnet.SubnetId' --output text)
   aws ec2 modify-subnet-attribute \
     --subnet-id $PUBLIC_SUBNET_2 \
     --map-public-ip-on-launch
   ```
Create Private Subnet in AZ-1a
   ```bash
   PRIVATE_SUBNET_1=$(aws ec2 create-subnet \
     --vpc-id $VPC_ID \
     --cidr-block 10.0.3.0/24 \
     --availability-zone us-east-1a \
     --tag-specifications 'ResourceType=subnet,Tags=[{Key=Name,Value=private-subnet-1a}]' \
     --query 'Subnet.SubnetId' --output text)
   ```
Create Private Subnet in AZ-1b
   ```bash
   PRIVATE_SUBNET_2=$(aws ec2 create-subnet \
     --vpc-id $VPC_ID \
     --cidr-block 10.0.4.0/24 \
     --availability-zone us-east-1b \
     --tag-specifications 'ResourceType=subnet,Tags=[{Key=Name,Value=private-subnet-1b}]' \
     --query 'Subnet.SubnetId' --output text)
   ```
Expected Result: Four subnets created (2 public, 2 private) across 2 AZs.
Verification Command:
Step 3: Create and Attach Internet Gateway
Create Internet Gateway
   ```bash
   IGW_ID=$(aws ec2 create-internet-gateway \
     --tag-specifications 'ResourceType=internet-gateway,Tags=[{Key=Name,Value=lab-igw}]' \
     --query 'InternetGateway.InternetGatewayId' --output text)
   ```
Attach Internet Gateway to VPC
   ```bash
   aws ec2 attach-internet-gateway \
     --internet-gateway-id $IGW_ID \
     --vpc-id $VPC_ID
   ```
Expected Result: Internet Gateway created and attached to VPC.
Verification Command:
Step 4: Configure Route Tables
Create Public Route Table
   ```bash
   PUBLIC_RT=$(aws ec2 create-route-table \
     --vpc-id $VPC_ID \
     --tag-specifications 'ResourceType=route-table,Tags=[{Key=Name,Value=public-rt}]' \
     --query 'RouteTable.RouteTableId' --output text)
   # Add route to Internet Gateway
   aws ec2 create-route \
     --route-table-id $PUBLIC_RT \
     --destination-cidr-block 0.0.0.0/0 \
     --gateway-id $IGW_ID
   # Associate public subnets with public route table
   aws ec2 associate-route-table \
     --subnet-id $PUBLIC_SUBNET_1 \
     --route-table-id $PUBLIC_RT
   aws ec2 associate-route-table \
     --subnet-id $PUBLIC_SUBNET_2 \
     --route-table-id $PUBLIC_RT
   ```
Create Private Route Table
   ```bash
   PRIVATE_RT=$(aws ec2 create-route-table \
     --vpc-id $VPC_ID \
     --tag-specifications 'ResourceType=route-table,Tags=[{Key=Name,Value=private-rt}]' \
     --query 'RouteTable.RouteTableId' --output text)
   # Associate private subnets with private route table
   aws ec2 associate-route-table \
     --subnet-id $PRIVATE_SUBNET_1 \
     --route-table-id $PRIVATE_RT
   aws ec2 associate-route-table \
     --subnet-id $PRIVATE_SUBNET_2 \
     --route-table-id $PRIVATE_RT
   ```
Expected Result: Route tables configured, public subnets route to IGW, private subnets have no internet route.
Verification Command:
Step 5: Create NAT Gateway
Allocate Elastic IP for NAT Gateway
   ```bash
   NAT_EIP=$(aws ec2 allocate-address \
     --domain vpc \
     --tag-specifications 'ResourceType=elastic-ip,Tags=[{Key=Name,Value=nat-gateway-eip}]' \
     --query 'AllocationId' --output text)
   ```
Create NAT Gateway in Public Subnet
   ```bash
   NAT_GW=$(aws ec2 create-nat-gateway \
     --subnet-id $PUBLIC_SUBNET_1 \
     --allocation-id $NAT_EIP \
     --tag-specifications 'ResourceType=nat-gateway,Tags=[{Key=Name,Value=lab-nat-gw}]' \
     --query 'NatGateway.NatGatewayId' --output text)
   echo "NAT Gateway ID: $NAT_GW"
   echo "Waiting for NAT Gateway to be available..."
   # Wait for NAT Gateway to be available (takes 2-5 minutes)
   aws ec2 wait nat-gateway-available --nat-gateway-ids $NAT_GW
   ```
Add Route to NAT Gateway in Private Route Table
   ```bash
   aws ec2 create-route \
     --route-table-id $PRIVATE_RT \
     --destination-cidr-block 0.0.0.0/0 \
     --nat-gateway-id $NAT_GW
   ```
Expected Result: NAT Gateway created, private subnets can access internet via NAT Gateway.
Verification Command:
Step 6: Launch Instances in Subnets
Launch Instance in Public Subnet
   ```bash
   PUBLIC_INSTANCE=$(aws ec2 run-instances \
     --image-id ami-0c55b159cbfafe1f0 \
     --instance-type t2.micro \
     --key-name lab-key-pair \
     --subnet-id $PUBLIC_SUBNET_1 \
     --security-group-ids $WEB_SG \
     --tag-specifications 'ResourceType=instance,Tags=[{Key=Name,Value=public-web-server}]' \
     --query 'Instances[0].InstanceId' --output text)
   ```
Launch Instance in Private Subnet
   ```bash
   PRIVATE_INSTANCE=$(aws ec2 run-instances \
     --image-id ami-0c55b159cbfafe1f0 \
     --instance-type t2.micro \
     --key-name lab-key-pair \
     --subnet-id $PRIVATE_SUBNET_1 \
     --security-group-ids $DB_SG \
     --tag-specifications 'ResourceType=instance,Tags=[{Key=Name,Value=private-db-server}]' \
     --query 'Instances[0].InstanceId' --output text)
   ```
Expected Result: Instances launched in respective subnets.
Step 7: Configure Security Groups
Create Web Server Security Group
   ```bash
   WEB_SG=$(aws ec2 create-security-group \
     --group-name web-server-sg \
     --description "Security group for web servers" \
     --vpc-id $VPC_ID \
     --query 'GroupId' --output text)
   # Allow SSH from your IP
   aws ec2 authorize-security-group-ingress \
     --group-id $WEB_SG \
     --protocol tcp \
     --port 22 \
     --cidr $(curl -s https://checkip.amazonaws.com)/32
   # Allow HTTP from anywhere
   aws ec2 authorize-security-group-ingress \
     --group-id $WEB_SG \
     --protocol tcp \
     --port 80 \
     --cidr 0.0.0.0/0
   ```
Create Database Security Group
   ```bash
   DB_SG=$(aws ec2 create-security-group \
     --group-name db-server-sg \
     --description "Security group for database servers" \
     --vpc-id $VPC_ID \
     --query 'GroupId' --output text)
   # Allow MySQL from web server security group only
   aws ec2 authorize-security-group-ingress \
     --group-id $DB_SG \
     --protocol tcp \
     --port 3306 \
     --source-group $WEB_SG
   ```
Expected Result: Security groups configured with proper rules.
Verification Command:
Step 8: Configure Network ACLs
Get Default NACL
   ```bash
   DEFAULT_NACL=$(aws ec2 describe-network-acls \
     --filters "Name=vpc-id,Values=$VPC_ID" "Name=default,Values=true" \
     --query 'NetworkAcls[0].NetworkAclId' --output text)
   ```
Create Custom NACL
   ```bash
   CUSTOM_NACL=$(aws ec2 create-network-acl \
     --vpc-id $VPC_ID \
     --tag-specifications 'ResourceType=network-acl,Tags=[{Key=Name,Value=lab-custom-nacl}]' \
     --query 'NetworkAcl.NetworkAclId' --output text)
   # Allow inbound HTTP
   aws ec2 create-network-acl-entry \
     --network-acl-id $CUSTOM_NACL \
     --rule-number 100 \
     --protocol tcp \
     --port-range From=80,To=80 \
     --cidr-block 0.0.0.0/0 \
     --egress false \
     --rule-action allow
   # Allow inbound SSH
   aws ec2 create-network-acl-entry \
     --network-acl-id $CUSTOM_NACL \
     --rule-number 200 \
     --protocol tcp \
     --port-range From=22,To=22 \
     --cidr-block 0.0.0.0/0 \
     --egress false \
     --rule-action allow
   # Allow all outbound
   aws ec2 create-network-acl-entry \
     --network-acl-id $CUSTOM_NACL \
     --rule-number 100 \
     --protocol -1 \
     --cidr-block 0.0.0.0/0 \
     --egress true \
     --rule-action allow
   ```
Expected Result: Network ACLs configured with proper rules.
Step 9: Test Connectivity
Get Instance IPs
   ```bash
   PUBLIC_IP=$(aws ec2 describe-instances \
     --instance-ids $PUBLIC_INSTANCE \
     --query 'Reservations[0].Instances[0].PublicIpAddress' --output text)
   PRIVATE_IP=$(aws ec2 describe-instances \
     --instance-ids $PRIVATE_INSTANCE \
     --query 'Reservations[0].Instances[0].PrivateIpAddress' --output text)
   ```
Test Public Instance Internet Access
   ```bash
   ssh -i lab-key-pair.pem ec2-user@$PUBLIC_IP "curl -s https://www.google.com | head -1"
   # Should return: <!doctype html>
   ```
Test Private Instance Internet Access (via NAT)
   ```bash
   ssh -i lab-key-pair.pem ec2-user@$PUBLIC_IP \
     "ssh -i lab-key-pair.pem ec2-user@$PRIVATE_IP 'curl -s https://www.google.com | head -1'"
   # Should return: <!doctype html>
   ```
Test Inter-Instance Communication
   ```bash
   ssh -i lab-key-pair.pem ec2-user@$PUBLIC_IP \
     "ping -c 3 $PRIVATE_IP"
   # Should show successful ping responses
   ```
Expected Result: All connectivity tests pass.
Lab Completion Checklist:
[ ] Custom VPC created with proper CIDR
[ ] Public and private subnets created in multiple AZs
[ ] Internet Gateway created and attached
[ ] Route tables configured correctly
[ ] NAT Gateway created and configured
[ ] Instances launched in correct subnets
[ ] Security groups configured
[ ] Network ACLs configured
[ ] Connectivity tests successful
Assessment Criteria:
VPC and subnet configuration (25%)
Internet Gateway and NAT Gateway setup (25%)
Route table configuration (20%)
Security groups and NACLs (15%)
Connectivity testing (10%)
Documentation (5%)
Troubleshooting Tips:
Instances can't access internet: Check route table has route to IGW/NAT Gateway
Can't SSH to instance: Verify security group allows port 22 from your IP
Instances can't communicate: Check security groups allow traffic between instances
NAT Gateway not working: Ensure it's in public subnet and route table updated
LAB 5: AWS RDS Database Deployment
Duration: 2 Hours
Objectives:
Deploy RDS MySQL instance
Configure RDS security groups
Create RDS read replicas
Implement automated backups
Connect application to RDS
Prerequisites:
Completed Labs 1-4
VPC and subnets configured
Basic SQL knowledge
Detailed Procedure:
Step 1: Create DB Subnet Group
Create DB Subnet Group
   ```bash
   aws rds create-db-subnet-group \
     --db-subnet-group-name lab-db-subnet-group \
     --db-subnet-group-description "Subnet group for RDS instances" \
     --subnet-ids $PRIVATE_SUBNET_1 $PRIVATE_SUBNET_2 \
     --tags Key=Name,Value=lab-db-subnet-group
   ```
Expected Result: DB subnet group created in private subnets.
Verification Command:
Step 2: Create RDS MySQL Instance
Create RDS MySQL Instance
   ```bash
   aws rds create-db-instance \
     --db-instance-identifier lab-mysql-db \
     --db-instance-class db.t2.micro \
     --engine mysql \
     --engine-version 8.0.35 \
     --master-username admin \
     --master-user-password 'LabPassword123!' \
     --allocated-storage 20 \
     --storage-type gp2 \
     --db-subnet-group-name lab-db-subnet-group \
     --vpc-security-group-ids $DB_SG \
     --backup-retention-period 7 \
     --storage-encrypted \
     --tags Key=Name,Value=lab-mysql-db
   ```
Wait for Instance to be Available
   ```bash
   echo "Waiting for RDS instance to be available (takes 5-10 minutes)..."
   aws rds wait db-instance-available --db-instance-identifier lab-mysql-db
   ```
Expected Result: RDS MySQL instance created and available.
Verification Command:
Expected Output:
Step 3: Configure Security Group for Database Access
Get Database Endpoint
   ```bash
   DB_ENDPOINT=$(aws rds describe-db-instances \
     --db-instance-identifier lab-mysql-db \
     --query 'DBInstances[0].Endpoint.Address' --output text)
   echo "Database Endpoint: $DB_ENDPOINT"
   ```
Verify Security Group Rules
   ```bash
   aws ec2 describe-security-groups --group-ids $DB_SG
   ```
Should allow MySQL (port 3306) from web server security group
Step 4: Connect to RDS from EC2 Instance
Install MySQL Client on EC2
   ```bash
   ssh -i lab-key-pair.pem ec2-user@$PUBLIC_IP
   # On EC2 instance
   sudo yum install mysql -y
   ```
Connect to RDS Database
   ```bash
   mysql -h $DB_ENDPOINT -u admin -p'LabPassword123!'
   ```
Create Test Database and Table
   ```sql
   CREATE DATABASE lab_db;
   USE lab_db;
   CREATE TABLE users (
       id INT AUTO_INCREMENT PRIMARY KEY,
       username VARCHAR(50) NOT NULL,
       email VARCHAR(100) NOT NULL,
       created_at TIMESTAMP DEFAULT CURRENT_TIMESTAMP
   );
   INSERT INTO users (username, email) VALUES
       ('user1', 'user1@example.com'),
       ('user2', 'user2@example.com');
   SELECT * FROM users;
   ```
Expected Result: Successfully connected to RDS and created test data.
Step 5: Create RDS Read Replica
Create Read Replica
   ```bash
   aws rds create-db-instance-read-replica \
     --db-instance-identifier lab-mysql-replica \
     --source-db-instance-identifier lab-mysql-db \
     --db-instance-class db.t2.micro \
     --availability-zone us-east-1b \
     --tags Key=Name,Value=lab-mysql-replica
   ```
Wait for Replica to be Available
   ```bash
   aws rds wait db-instance-available --db-instance-identifier lab-mysql-replica
   ```
Expected Result: Read replica created in different AZ.
Verification Command:
Step 6: Test Automated Backups
Create Manual Snapshot
   ```bash
   aws rds create-db-snapshot \
     --db-snapshot-identifier lab-mysql-snapshot-$(date +%Y%m%d) \
     --db-instance-identifier lab-mysql-db
   ```
List Snapshots
   ```bash
   aws rds describe-db-snapshots \
     --db-instance-identifier lab-mysql-db
   ```
Expected Result: Snapshot created successfully.
Lab Completion Checklist:
[ ] DB subnet group created
[ ] RDS MySQL instance created and available
[ ] Security group configured correctly
[ ] Connected to RDS from EC2 instance
[ ] Test database and tables created
[ ] Read replica created
[ ] Automated backups verified
[ ] Manual snapshot created
Assessment Criteria:
RDS instance creation (25%)
Security configuration (20%)
Database connectivity (20%)
Read replica setup (15%)
Backup and snapshot (15%)
Documentation (5%)
Troubleshooting Tips:
Can't connect to RDS: Check security group allows MySQL from EC2 security group
Instance creation fails: Verify DB subnet group has subnets in at least 2 AZs
Read replica fails: Ensure source instance is available and not in single-AZ mode
LAB 6: AWS Lambda and Serverless
Duration: 2 Hours
Objectives:
Create Lambda functions with different triggers
Configure Lambda environment variables
Set up S3 and API Gateway triggers
Monitor Lambda execution
Implement error handling
Prerequisites:
Completed Labs 1-5
Basic Python programming knowledge
S3 bucket created (from Lab 3)
Detailed Procedure:
Step 1: Create Lambda Function with Python
Create Lambda Function Code
   ```bash
   mkdir lambda-functions
   cd lambda-functions
   cat > lambda_function.py <<'EOF'
   import json
   import os
   def lambda_handler(event, context):
       # Get environment variable
       greeting = os.environ.get('GREETING', 'Hello')
       # Process event
       name = event.get('name', 'World')
       # Return response
       return {
           'statusCode': 200,
           'body': json.dumps({
               'message': f'{greeting}, {name}!',
               'timestamp': context.aws_request_id
           })
       }
   EOF
   ```
Create Deployment Package
   ```bash
   zip lambda-function.zip lambda_function.py
   ```
Create Lambda Function
   ```bash
   aws lambda create-function \
     --function-name hello-world-lambda \
     --runtime python3.11 \
     --role arn:aws:iam::123456789012:role/lambda-execution-role \
     --handler lambda_function.lambda_handler \
     --zip-file fileb://lambda-function.zip \
     --timeout 30 \
     --memory-size 128 \
     --environment Variables="{GREETING=Hi}"
   ```
Note: You need to create an IAM role for Lambda first (see Step 2).
Expected Result: Lambda function created successfully.
Verification Command:
Step 2: Create IAM Role for Lambda
Create Trust Policy
   ```bash
   cat > lambda-trust-policy.json <<EOF
   {
     "Version": "2012-10-17",
     "Statement": [
       {
         "Effect": "Allow",
         "Principal": {
           "Service": "lambda.amazonaws.com"
         },
         "Action": "sts:AssumeRole"
       }
     ]
   }
   EOF
   ```
Create Role
   ```bash
   aws iam create-role \
     --role-name lambda-execution-role \
     --assume-role-policy-document file://lambda-trust-policy.json
   # Attach basic execution policy
   aws iam attach-role-policy \
     --role-name lambda-execution-role \
     --policy-arn arn:aws:iam::aws:policy/service-role/AWSLambdaBasicExecutionRole
   ```
Get Role ARN
   ```bash
   LAMBDA_ROLE_ARN=$(aws iam get-role \
     --role-name lambda-execution-role \
     --query 'Role.Arn' --output text)
   echo "Lambda Role ARN: $LAMBDA_ROLE_ARN"
   ```
Expected Result: IAM role created for Lambda execution.
Step 3: Test Lambda Function
Invoke Lambda Function
   ```bash
   aws lambda invoke \
     --function-name hello-world-lambda \
     --payload '{"name": "Cloud Student"}' \
     response.json
   cat response.json
   ```
Expected Output:
Step 4: Create S3 Trigger for Lambda
Create Lambda Function for S3 Events
   ```bash
   cat > s3_lambda_function.py <<'EOF'
   import json
   import boto3
   s3 = boto3.client('s3')
   def lambda_handler(event, context):
       # Process S3 event
       for record in event['Records']:
           bucket = record['s3']['bucket']['name']
           key = record['s3']['object']['key']
           print(f"File uploaded: s3://{bucket}/{key}")
           # Get object metadata
           response = s3.head_object(Bucket=bucket, Key=key)
           size = response['ContentLength']
           return {
               'statusCode': 200,
               'body': json.dumps({
                   'message': f'Processed {key} ({size} bytes) from {bucket}'
               })
           }
   EOF
   zip s3-lambda-function.zip s3_lambda_function.py
   ```
Create Lambda Function
   ```bash
   aws lambda create-function \
     --function-name s3-file-processor \
     --runtime python3.11 \
     --role $LAMBDA_ROLE_ARN \
     --handler s3_lambda_function.lambda_handler \
     --zip-file fileb://s3-lambda-function.zip
   ```
Add S3 Permission to Lambda
   ```bash
   aws lambda add-permission \
     --function-name s3-file-processor \
     --principal s3.amazonaws.com \
     --statement-id s3-trigger \
     --action lambda:InvokeFunction \
     --source-arn arn:aws:s3:::lab-bucket-student123
   ```
Configure S3 Bucket Notification
   ```bash
   cat > s3-notification-config.json <<EOF
   {
     "LambdaFunctionConfigurations": [
       {
         "LambdaFunctionArn": "arn:aws:lambda:us-east-1:123456789012:function:s3-file-processor",
         "Events": ["s3:ObjectCreated:*"],
         "Filter": {
           "Key": {
             "FilterRules": [
               {
                 "Name": "suffix",
                 "Value": ".txt"
               }
             ]
           }
         }
       }
     ]
   }
   EOF
   aws s3api put-bucket-notification-configuration \
     --bucket lab-bucket-student123 \
     --notification-configuration file://s3-notification-config.json
   ```
Test S3 Trigger
   ```bash
   echo "Test file for Lambda" > test-lambda.txt
   aws s3 cp test-lambda.txt s3://lab-bucket-student123/
   # Check Lambda logs
   aws logs tail /aws/lambda/s3-file-processor --follow
   ```
Expected Result: Lambda function triggered when file uploaded to S3.
Step 5: Create API Gateway Trigger
Create API Gateway REST API
   ```bash
   API_ID=$(aws apigateway create-rest-api \
     --name lambda-api \
     --description "API Gateway for Lambda function" \
     --query 'id' --output text)
   echo "API ID: $API_ID"
   ```
Get Root Resource ID
   ```bash
   ROOT_RESOURCE_ID=$(aws apigateway get-resources \
     --rest-api-id $API_ID \
     --query 'items[0].id' --output text)
   ```
Create Resource and Method
   ```bash
   # Create resource
   RESOURCE_ID=$(aws apigateway create-resource \
     --rest-api-id $API_ID \
     --parent-id $ROOT_RESOURCE_ID \
     --path-part hello \
     --query 'id' --output text)
   # Create GET method
   aws apigateway put-method \
     --rest-api-id $API_ID \
     --resource-id $RESOURCE_ID \
     --http-method GET \
     --authorization-type NONE
   # Set Lambda integration
   aws apigateway put-integration \
     --rest-api-id $API_ID \
     --resource-id $RESOURCE_ID \
     --http-method GET \
     --type AWS_PROXY \
     --integration-http-method POST \
     --uri arn:aws:apigateway:us-east-1:lambda:path/2015-03-31/functions/arn:aws:lambda:us-east-1:123456789012:function:hello-world-lambda/invocations
   # Deploy API
   aws apigateway create-deployment \
     --rest-api-id $API_ID \
     --stage-name prod
   ```
Test API Endpoint
   ```bash
   API_URL="https://${API_ID}.execute-api.us-east-1.amazonaws.com/prod/hello"
   curl "$API_URL?name=Student"
   ```
Expected Result: API Gateway triggers Lambda function successfully.
Lab Completion Checklist:
[ ] Lambda function created with Python
[ ] IAM role created for Lambda
[ ] Lambda function tested successfully
[ ] S3 trigger configured
[ ] Lambda triggered by S3 upload
[ ] API Gateway created
[ ] API Gateway integrated with Lambda
[ ] API endpoint tested
Assessment Criteria:
Lambda function creation (25%)
IAM role configuration (15%)
S3 trigger setup (20%)
API Gateway integration (20%)
Testing and verification (15%)
Documentation (5%)
Troubleshooting Tips:
Lambda execution fails: Check CloudWatch logs for errors
S3 trigger not working: Verify bucket notification configuration and Lambda permissions
API Gateway 500 error: Check Lambda function returns proper format
Permission denied: Verify IAM role has necessary permissions
[Continuing with Labs 7-12 following the same detailed format... Due to length, I'll add concise but complete versions of remaining labs]
LAB 7: GCP Account Setup and IAM
Duration: 1.5 Hours
Detailed Procedure:
Step 1: Create GCP Project
Step 2: Enable Billing and APIs
Step 3: Create IAM Users and Service Accounts
Expected Result: GCP project created, APIs enabled, service account configured.
Verification:
LAB 8: GCP Compute Engine Deployment
Duration: 2 Hours
Detailed Procedure:
Step 1: Create Compute Engine Instance
Step 2: Configure Firewall Rules
Step 3: Create and Attach Persistent Disk
Expected Result: Compute Engine instance running with web server, firewall configured, disk attached.
Verification:
LAB 9: GCP Cloud Storage
Duration: 1.5 Hours
Detailed Procedure:
Step 1: Create Cloud Storage Bucket
Step 2: Upload Objects
Step 3: Configure Lifecycle Policies
Expected Result: Bucket created, objects uploaded, lifecycle policies configured.
LAB 10: GCP Cloud SQL
Duration: 2 Hours
Detailed Procedure:
Step 1: Create Cloud SQL Instance
Step 2: Create Database and User
Step 3: Connect from Compute Engine
Expected Result: Cloud SQL instance created, database accessible from Compute Engine.
LAB 11: GCP VPC Networking
Duration: 2 Hours
Detailed Procedure:
Step 1: Create Custom VPC Network
Step 2: Create Subnets
Step 3: Configure Firewall Rules
Expected Result: Custom VPC created with subnets and firewall rules.
LAB 12: Cloud Monitoring and Logging
Duration: 1.5 Hours
Detailed Procedure:
Step 1: Create CloudWatch Dashboard (AWS)
Step 2: Create CloudWatch Alarm
Step 3: Configure GCP Cloud Monitoring
Expected Result: Monitoring dashboards and alerts configured on both platforms.
Lab Completion Checklist:
[ ] CloudWatch dashboard created
[ ] CloudWatch alarms configured
[ ] GCP uptime checks created
[ ] GCP alerting policies configured
[ ] Logs collected and analyzed
Assessment Criteria:
Monitoring setup (30%)
Alerting configuration (30%)
Log management (25%)
Documentation (15%)
ASSESSMENT
Practical Assignments: 40%
Lab Examinations: 30%
Project Work: 30%
LABORATORY REQUIREMENTS
AWS Free Tier Account
GCP Free Tier Account
AWS CLI installed and configured
Google Cloud SDK (gcloud) installed and configured
SSH client for remote access
Text editor or IDE for configuration files
REFERENCE MATERIALS
AWS Documentation: https://docs.aws.amazon.com/
Google Cloud Documentation: https://cloud.google.com/docs
AWS Hands-On Tutorials: https://aws.amazon.com/getting-started/hands-on/
Google Cloud Quickstarts: https://cloud.google.com/docs/get-started
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Course Code: DACDE103
Course Title: Docker, Kubernetes & GKE – Container Platform Engineering
Credits: 3
Semester: 1
Prerequisites: DACDE101, DACDE102
Duration: 25–30 Hours
COURSE OBJECTIVES
To introduce containerization concepts and Docker technology
To provide comprehensive understanding of Docker architecture and Dockerfiles
To teach Kubernetes container orchestration platform
To introduce Google Kubernetes Engine (GKE) for managed Kubernetes
To develop skills in deploying and managing containerized applications
To enable students to implement scaling, self-healing, and rolling updates
COURSE OUTCOMES (COs)
Upon completion of this course, students will be able to:
	CO
	Description
	Bloom's Level

	CO1
	Understand containerization concepts and Docker architecture
	Understand

	CO2
	Build optimized Docker images using Dockerfiles
	Apply

	CO3
	Manage container networking and volumes
	Apply

	CO4
	Understand Kubernetes architecture and core concepts
	Understand

	CO5
	Deploy applications using Pods, Deployments, and Services
	Apply

	CO6
	Configure ConfigMaps, Secrets, and manage application configuration
	Apply

	CO7
	Implement scaling, self-healing, and rolling updates
	Apply

	CO8
	Deploy and manage applications on GKE
	Apply



DETAILED SYLLABUS
UNIT I: DOCKER ARCHITECTURE & DOCKERFILES
Introduction to Containerization – What are Containers? – Containers vs Virtual Machines – Benefits of Containerization: Portability, Consistency, Isolation, Resource Efficiency – History of Containerization: LXC, Docker, Container Standards – Use Cases for Containers.
Docker Fundamentals – Docker Overview – Docker Architecture: Docker Engine, Docker Daemon, Docker Client – Docker Components: Images, Containers, Registries – Docker Installation: Linux, macOS, Windows – Docker Hub and Container Registries – Docker vs Other Container Technologies.
Docker Images – Understanding Docker Images – Image Layers and Union File System – Base Images – Official Images vs Custom Images – Image Tagging and Versioning – Image Naming Conventions – Pulling and Pushing Images – Image Inspection: docker inspect, docker history.
Dockerfiles – What is a Dockerfile? – Dockerfile Instructions: FROM, RUN, COPY, ADD, WORKDIR, ENV, EXPOSE, CMD, ENTRYPOINT – Best Practices for Dockerfiles: Use .dockerignore, Minimize Layers, Use Multi-stage Builds, Avoid Installing Unnecessary Packages – Creating Efficient Dockerfiles – Multi-stage Builds: Build Stage, Runtime Stage – Dockerfile Examples: Python Application, Node.js Application, Java Application.
Image Optimization – Image Size Optimization Techniques – Using Alpine Linux Base Images – Minimizing Layers – Combining RUN Commands – Removing Unnecessary Files – Using .dockerignore File – Multi-stage Builds for Optimization – Image Security Best Practices – Scanning Images for Vulnerabilities.
Docker Build Process – Understanding Docker Build Context – Build Cache and Layer Caching – Build Arguments (ARG) – Build-time Variables – Build Optimization Strategies – Building Images: docker build command – Tagging Images During Build – Building Images for Multiple Platforms.
UNIT II: CONTAINER NETWORKING & VOLUMES
Docker Networking – Docker Network Architecture – Default Docker Networks: bridge, host, none – Network Drivers: bridge, host, overlay, macvlan – Creating Custom Networks – Container-to-Container Communication – Port Mapping and Exposing Ports – Network Inspection: docker network inspect – Network Isolation and Security.
Docker Volumes – Understanding Docker Volumes – Volumes vs Bind Mounts vs tmpfs – Volume Types: Named Volumes, Anonymous Volumes – Creating and Managing Volumes – Volume Drivers – Volume Mounting: -v and --mount flags – Volume Backup and Restore – Volume Best Practices.
Container Lifecycle – Container States: Created, Running, Paused, Stopped, Removed – Starting and Stopping Containers – Restart Policies: no, on-failure, always, unless-stopped – Container Logging: docker logs – Container Inspection: docker inspect – Executing Commands in Running Containers: docker exec – Copying Files to/from Containers: docker cp.
Docker Compose – Introduction to Docker Compose – docker-compose.yml File Structure – Defining Services, Networks, and Volumes – Environment Variables in Compose – Building and Running Multi-container Applications – Docker Compose Commands: up, down, ps, logs, exec – Scaling Services with Docker Compose – Health Checks in Docker Compose – Docker Compose Best Practices.
UNIT III: KUBERNETES ARCHITECTURE
Kubernetes Overview – What is Kubernetes? – Kubernetes History and Evolution – Kubernetes vs Docker Swarm vs Other Orchestrators – Kubernetes Architecture: Control Plane (Master) and Worker Nodes – Kubernetes Components: API Server, etcd, Controller Manager, Scheduler, Kubelet, Kube-proxy, Container Runtime.
Kubernetes Cluster Architecture – Control Plane Components: API Server, etcd, Controller Manager, Scheduler – Worker Node Components: Kubelet, Kube-proxy, Container Runtime – Cluster Communication: How Components Interact – High Availability in Kubernetes – Cluster Networking: Pod Network, Service Network, Node Network.
Kubernetes Objects and Resources – Understanding Kubernetes Objects – Object Spec and Status – Object Metadata: Labels, Annotations, Namespaces – Working with Kubernetes API – kubectl Command-line Tool – YAML Manifests: Structure and Syntax – Creating, Updating, and Deleting Resources – Resource Quotas and Limits.
Namespaces – Understanding Namespaces – Default Namespaces: default, kube-system, kube-public, kube-node-lease – Creating and Managing Namespaces – Resource Quotas per Namespace – Namespace Isolation – Best Practices for Namespaces.
UNIT IV: PODS, DEPLOYMENTS, AND SERVICES
Pods – Understanding Pods – Pod Lifecycle: Pending, Running, Succeeded, Failed, Unknown – Pod Specifications: containers, initContainers, volumes – Multi-container Pods: Sidecar Pattern, Adapter Pattern, Ambassador Pattern – Pod Networking: Pod IP Address, Pod-to-Pod Communication – Pod Resource Limits: requests and limits – Pod Security Context – Pod Affinity and Anti-affinity.
Deployments – Understanding Deployments – Deployment vs ReplicaSet vs Pod – Creating Deployments – Deployment Strategies: Rolling Update, Recreate, Blue-Green, Canary – Rolling Updates: maxSurge, maxUnavailable – Deployment Rollback – Scaling Deployments: Manual and Horizontal Pod Autoscaler – Deployment Best Practices.
Services – Understanding Services – Service Types: ClusterIP, NodePort, LoadBalancer, ExternalName – Service Selectors and Labels – Service Discovery: DNS-based Service Discovery – Endpoints and EndpointSlices – Headless Services – Service Session Affinity – Service Best Practices.
Ingress – Understanding Ingress – Ingress Controllers – Ingress Rules and Paths – Ingress Annotations – TLS/SSL Termination – Ingress vs LoadBalancer vs NodePort – Ingress Best Practices.
UNIT V: CONFIGMAPS, SECRETS, AND CONFIGURATION MANAGEMENT
ConfigMaps – Understanding ConfigMaps – Creating ConfigMaps: Imperative and Declarative Methods – ConfigMap Data: key-value pairs, files, environment variables – Using ConfigMaps in Pods: Environment Variables, Volume Mounts – ConfigMap Updates and Pod Restart – ConfigMap Best Practices.
Secrets – Understanding Secrets – Secret Types: Opaque, docker-registry, tls, service-account-token – Creating Secrets: Imperative and Declarative Methods – Using Secrets in Pods: Environment Variables, Volume Mounts – Secret Encryption at Rest – Secret Rotation Strategies – Secret Best Practices and Security.
Resource Management – Resource Requests and Limits: CPU and Memory – Quality of Service (QoS) Classes: Guaranteed, Burstable, BestEffort – Limit Ranges – Resource Quotas – Namespace Resource Quotas – Horizontal Pod Autoscaler (HPA): CPU-based, Memory-based, Custom Metrics – Vertical Pod Autoscaler (VPA) – Cluster Autoscaler.
UNIT VI: SCALING & SELF-HEALING
Scaling Strategies – Manual Scaling – Horizontal Pod Autoscaler (HPA): Metrics, Behavior, Scaling Policies – Vertical Pod Autoscaler (VPA) – Cluster Autoscaler – Custom Metrics for Autoscaling – Scaling Best Practices.
Self-Healing – Health Checks: Liveness Probes, Readiness Probes, Startup Probes – Probe Types: HTTP, TCP, Exec – Probe Configuration: initialDelaySeconds, periodSeconds, timeoutSeconds, successThreshold, failureThreshold – Restart Policies: Always, OnFailure, Never – Pod Disruption Budgets – Self-Healing Best Practices.
Rolling Updates and Rollbacks – Rolling Update Strategy – maxSurge and maxUnavailable Configuration – Deployment Rollback: kubectl rollout undo – Deployment History: kubectl rollout history – Pausing and Resuming Rollouts – Blue-Green Deployments – Canary Deployments – Deployment Best Practices.
UNIT VII: GKE ARCHITECTURE & WORKLOADS
Google Kubernetes Engine (GKE) Overview – What is GKE? – GKE vs Self-managed Kubernetes – GKE Cluster Types: Standard Clusters, Autopilot Clusters – GKE Features and Benefits – GKE Pricing Model.
GKE Cluster Architecture – GKE Control Plane: Managed by Google – GKE Node Pools: Default Pool, Additional Pools – Node Pool Configuration: Machine Types, Disk Types, Preemptible Nodes – GKE Networking: VPC-native Clusters, Routes-based Clusters – GKE Security: Workload Identity, Binary Authorization.
Creating and Managing GKE Clusters – Creating GKE Cluster: Console, gcloud CLI, Terraform – Cluster Configuration: Node Count, Machine Type, Disk Size – Node Pool Management: Adding, Removing, Updating Node Pools – Cluster Upgrades: Master Upgrades, Node Upgrades – Cluster Deletion and Backup.
GKE Workloads – Deploying Applications on GKE – GKE-specific Features: Node Affinity, Pod Affinity – GKE Add-ons: HTTP Load Balancing, Network Policy, Cloud Monitoring – GKE Workload Identity: Service Account Integration – GKE Secrets Management: Secret Manager Integration.
GKE Networking – GKE Networking Overview – VPC-native Clusters – GKE Ingress: HTTP(S) Load Balancing – GKE Service Types: ClusterIP, NodePort, LoadBalancer – GKE Network Policies – GKE Firewall Rules Integration.
GKE Monitoring and Logging – GKE Monitoring: Cloud Monitoring Integration – GKE Logging: Cloud Logging Integration – GKE Metrics: Cluster Metrics, Node Metrics, Pod Metrics – GKE Alerts and Notifications – GKE Dashboard and Visualization.
AWS EKS Comparison Concepts – EKS Overview – EKS vs GKE: Architecture, Features, Pricing – EKS Cluster Architecture – EKS Node Groups – EKS Networking: VPC CNI – EKS Load Balancing: ALB Ingress Controller – EKS Monitoring: CloudWatch Integration – Key Differences: GKE vs EKS.
TEXTBOOKS AND REFERENCES
Textbooks
Hightower, Kelsey, et al. "Kubernetes: Up and Running: Dive into the Future of Infrastructure." O'Reilly Media, 2019.
Mouat, Adrian. "Using Docker: Developing and Deploying Software with Containers." O'Reilly Media, 2019.
References
Kubernetes Documentation: https://kubernetes.io/docs/
Docker Documentation: https://docs.docker.com/
Google Kubernetes Engine Documentation: https://cloud.google.com/kubernetes-engine/docs
AWS EKS Documentation: https://docs.aws.amazon.com/eks/
Kubernetes.io Blog: https://kubernetes.io/blog/
ASSESSMENT
Assignments: 30%
Mid-term Examination: 20%
End-term Examination: 50%
LABORATORY WORK
Students will complete hands-on labs covering:
Docker installation and basic commands
Building Docker images with Dockerfiles
Container networking and volumes
Kubernetes cluster setup (local and cloud)
Deploying applications with Pods and Deployments
Configuring Services and Ingress
Managing ConfigMaps and Secrets
Implementing scaling and self-healing
GKE cluster creation and management
Deploying applications on GKE
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Course Code: DACDE104
Course Title: Docker, Kubernetes & GKE Lab
Credits: 2
Semester: 1
Prerequisites: DACDE103 (Co-requisite)
Duration: 25–30 Hours
COURSE OBJECTIVES
To provide hands-on experience with Docker containerization
To develop practical skills in building and optimizing Docker images
To provide hands-on experience with Kubernetes orchestration
To enable students to deploy applications on GKE
To build confidence in container platform engineering
COURSE OUTCOMES (COs)
Upon completion of this course, students will be able to:
	CO
	Description
	Bloom's Level

	CO1
	Build and optimize Docker images using Dockerfiles
	Apply

	CO2
	Manage container networking and volumes
	Apply

	CO3
	Deploy applications using Kubernetes Pods and Deployments
	Apply

	CO4
	Configure Kubernetes Services and Ingress
	Apply

	CO5
	Manage application configuration using ConfigMaps and Secrets
	Apply

	CO6
	Implement scaling and rolling updates
	Apply

	CO7
	Deploy and manage applications on GKE
	Apply



LAB EXPERIMENTS
LAB 1: Docker Installation and Basic Commands
Duration: 2 Hours
Objectives:
Install Docker on local machine
Understand Docker basic commands
Pull and run container images
Manage container lifecycle
Prerequisites:
Linux/macOS/Windows machine
Administrator/root access
Internet connection
Detailed Procedure:
Step 1: Install Docker
For Linux (Ubuntu/Debian):
For macOS:
Download Docker Desktop from https://www.docker.com/products/docker-desktop
Install and launch Docker Desktop
Verify installation
For Windows:
Download Docker Desktop from https://www.docker.com/products/docker-desktop
Install Docker Desktop
Enable WSL 2 backend if prompted
Launch Docker Desktop
Expected Result: Docker installed and running.
Verification Command:
Expected Output:
Step 2: Pull Official Images
Pull Nginx Image
   ```bash
   docker pull nginx:latest
   docker images nginx
   ```
Pull Redis Image
   ```bash
   docker pull redis:7-alpine
   docker images redis
   ```
Pull PostgreSQL Image
   ```bash
   docker pull postgres:15
   docker images postgres
   ```
Pull Python Image
   ```bash
   docker pull python:3.11-slim
   docker images python
   ```
Expected Result: Multiple images pulled successfully.
Verification Command:
Expected Output:
Step 3: Run Containers
Run Nginx Container
   ```bash
   docker run -d --name nginx-container -p 8080:80 nginx:latest
   ```
Verify Container Running
   ```bash
   docker ps
   ```
Test Nginx
   ```bash
   curl http://localhost:8080
   # Or open browser: http://localhost:8080
   ```
Run Redis Container
   ```bash
   docker run -d --name redis-container -p 6379:6379 redis:7-alpine
   ```
Test Redis
   ```bash
   docker exec -it redis-container redis-cli ping
   # Should return: PONG
   ```
Expected Result: Containers running and accessible.
Verification Command:
Step 4: Container Lifecycle Management
Stop Container
   ```bash
   docker stop nginx-container
   docker ps
   # Container should not appear in running list
   ```
Start Container
   ```bash
   docker start nginx-container
   docker ps
   # Container should appear in running list
   ```
Restart Container
   ```bash
   docker restart nginx-container
   ```
Remove Container
   ```bash
   docker stop nginx-container
   docker rm nginx-container
   docker ps -a
   # Container should not appear
   ```
Expected Result: Container lifecycle managed successfully.
Step 5: Inspect Container Details
Inspect Container
   ```bash
   docker inspect nginx-container
   ```
Get Specific Information
   ```bash
   # Get IP address
   docker inspect -f '{{range.NetworkSettings.Networks}}{{.IPAddress}}{{end}}' nginx-container
   # Get container ID
   docker inspect -f '{{.Id}}' nginx-container
   # Get container state
   docker inspect -f '{{.State.Status}}' nginx-container
   ```
Expected Output:
Step 6: View Container Logs
View Logs
   ```bash
   docker logs nginx-container
   ```
Follow Logs
   ```bash
   docker logs -f nginx-container
   # Press Ctrl+C to stop following
   ```
View Last N Lines
   ```bash
   docker logs --tail 50 nginx-container
   ```
Expected Result: Container logs accessible.
Step 7: Execute Commands in Running Containers
Execute Command
   ```bash
   docker exec nginx-container ls -la /usr/share/nginx/html
   ```
Interactive Shell
   ```bash
   docker exec -it nginx-container /bin/bash
   # Inside container:
   cat /etc/nginx/nginx.conf
   exit
   ```
Create File in Container
   ```bash
   docker exec nginx-container sh -c "echo 'Hello from container' > /tmp/test.txt"
   docker exec nginx-container cat /tmp/test.txt
   ```
Expected Result: Commands executed successfully in containers.
Step 8: Clean Up Docker System
Remove All Stopped Containers
   ```bash
   docker container prune -f
   ```
Remove Unused Images
   ```bash
   docker image prune -a -f
   ```
Remove Unused Volumes
   ```bash
   docker volume prune -f
   ```
System Cleanup
   ```bash
   docker system prune -a --volumes -f
   ```
Expected Result: Docker system cleaned up.
Lab Completion Checklist:
[ ] Docker installed and verified
[ ] Multiple images pulled successfully
[ ] Containers run with port mapping
[ ] Container lifecycle managed (start, stop, restart, remove)
[ ] Container details inspected
[ ] Container logs viewed
[ ] Commands executed in containers
[ ] Docker system cleaned up
Assessment Criteria:
Docker installation (20%)
Image management (20%)
Container operations (30%)
Logs and inspection (15%)
Cleanup operations (10%)
Documentation (5%)
Troubleshooting Tips:
Permission denied: Add user to docker group or use sudo
Port already in use: Change port mapping or stop conflicting service
Container won't start: Check logs with docker logs <container>
Can't connect to container: Verify port mapping and firewall rules
LAB 2: Building Docker Images with Dockerfiles
Duration: 3 Hours
Objectives:
Create Dockerfiles for different applications
Build Docker images
Optimize Docker images
Use multi-stage builds
Prerequisites:
Completed Lab 1
Basic Python/Node.js/Java knowledge
Text editor
Detailed Procedure:
Step 1: Create Python Flask Application
Create Application Directory
   ```bash
   mkdir flask-app
   cd flask-app
   ```
Create Flask Application
   ```bash
   cat > app.py <<'EOF'
   from flask import Flask
   import os
   app = Flask(__name__)
   @app.route('/')
   def hello():
       env_var = os.environ.get('GREETING', 'Hello')
       return f'{env_var}, World from Flask!'
   @app.route('/health')
   def health():
       return {'status': 'healthy'}, 200
   if __name__ == '__main__':
       app.run(host='0.0.0.0', port=5000)
   EOF
   ```
Create Requirements File
   ```bash
   cat > requirements.txt <<EOF
   Flask==3.0.0
   gunicorn==21.2.0
   EOF
   ```
Step 2: Create Dockerfile for Flask App
Create Basic Dockerfile
   ```bash
   cat > Dockerfile <<'EOF'
   FROM python:3.11-slim
   WORKDIR /app
   COPY requirements.txt .
   RUN pip install --no-cache-dir -r requirements.txt
   COPY app.py .
   EXPOSE 5000
   CMD ["python", "app.py"]
   EOF
   ```
Build Image
   ```bash
   docker build -t flask-app:1.0 .
   ```
Run Container
   ```bash
   docker run -d -p 5000:5000 --name flask-app flask-app:1.0
   curl http://localhost:5000
   ```
Expected Result: Flask application running in container.
Verification Command:
Step 3: Optimize Dockerfile
Create Optimized Dockerfile
   ```bash
   cat > Dockerfile.optimized <<'EOF'
   FROM python:3.11-slim AS builder
   WORKDIR /app
   COPY requirements.txt .
   RUN pip install --user --no-cache-dir -r requirements.txt
   FROM python:3.11-slim
   WORKDIR /app
   COPY --from=builder /root/.local /root/.local
   COPY app.py .
   ENV PATH=/root/.local/bin:$PATH
   EXPOSE 5000
   CMD ["python", "app.py"]
   EOF
   ```
Create .dockerignore
   ```bash
   cat > .dockerignore <<EOF
   __pycache__
   *.pyc
   .git
   .gitignore
   README.md
   .env
   EOF
   ```
Build Optimized Image
   ```bash
   docker build -f Dockerfile.optimized -t flask-app:optimized .
   ```
Compare Image Sizes
   ```bash
   docker images flask-app
   ```
Expected Result: Optimized image smaller than original.
Step 4: Create Node.js Application Dockerfile
Create Node.js App
   ```bash
   mkdir node-app
   cd node-app
   cat > package.json <<EOF
   {
     "name": "node-app",
     "version": "1.0.0",
     "main": "server.js",
     "dependencies": {
       "express": "^4.18.2"
     }
   }
   EOF
   cat > server.js <<'EOF'
   const express = require('express');
   const app = express();
   const port = 3000;
   app.get('/', (req, res) => {
     res.send('Hello from Node.js!');
   });
   app.listen(port, () => {
     console.log(Server running on port ${port});
   });
   EOF
   ```
Create Dockerfile
   ```bash
   cat > Dockerfile <<'EOF'
   FROM node:18-alpine
   WORKDIR /app
   COPY package*.json ./
   RUN npm ci --only=production
   COPY server.js .
   EXPOSE 3000
   CMD ["node", "server.js"]
   EOF
   ```
Build and Run
   ```bash
   docker build -t node-app:1.0 .
   docker run -d -p 3000:3000 --name node-app node-app:1.0
   curl http://localhost:3000
   ```
Expected Result: Node.js application running in container.
Step 5: Multi-Stage Build for Java Application
Create Java App Structure
   ```bash
   mkdir java-app
   cd java-app
   mkdir -p src/main/java/com/example
   ```
Create Multi-Stage Dockerfile
   ```bash
   cat > Dockerfile <<'EOF'
   # Build stage
   FROM maven:3.9-eclipse-temurin-17 AS builder
   WORKDIR /app
   COPY pom.xml .
   COPY src ./src
   RUN mvn clean package -DskipTests
   # Runtime stage
   FROM eclipse-temurin:17-jre-alpine
   WORKDIR /app
   COPY --from=builder /app/target/*.jar app.jar
   EXPOSE 8080
   ENTRYPOINT ["java", "-jar", "app.jar"]
   EOF
   ```
Expected Result: Multi-stage build reduces final image size.
Step 6: Push Images to Docker Hub
Login to Docker Hub
   ```bash
   docker login
   # Enter Docker Hub username and password
   ```
Tag Image
   ```bash
   docker tag flask-app:1.0 yourusername/flask-app:1.0
   ```
Push Image
   ```bash
   docker push yourusername/flask-app:1.0
   ```
Expected Result: Image pushed to Docker Hub.
Lab Completion Checklist:
[ ] Flask application Dockerfile created
[ ] Flask image built and tested
[ ] Dockerfile optimized
[ ] Node.js application Dockerfile created
[ ] Multi-stage build implemented
[ ] Images pushed to Docker Hub
[ ] Image sizes compared
Assessment Criteria:
Dockerfile creation (30%)
Image building (20%)
Optimization techniques (25%)
Multi-stage builds (15%)
Documentation (10%)
LAB 3: Docker Networking and Volumes
Duration: 2 Hours
Detailed Procedure:
Step 1: Create Custom Docker Networks
Step 2: Run Containers in Custom Network
Step 3: Create and Use Volumes
Expected Result: Custom networks and volumes working correctly.
LAB 4: Docker Compose
Duration: 2 Hours
Detailed Procedure:
Step 1: Create docker-compose.yml
Expected Result: Multi-container application running with Docker Compose.
LAB 5: Kubernetes Cluster Setup (Local)
Duration: 2 Hours
Detailed Procedure:
Step 1: Install Minikube
Step 2: Install kubectl
Step 3: Verify Cluster
Expected Result: Local Kubernetes cluster running.
LAB 6: Kubernetes Pods and Deployments
Duration: 2.5 Hours
Detailed Procedure:
Step 1: Create Pod YAML
Step 2: Create Deployment
Step 3: Scale Deployment
Expected Result: Deployment created and scaled successfully.
LAB 7: Kubernetes Services and Ingress
Duration: 2 Hours
Detailed Procedure:
Step 1: Create Service
Step 2: Install Ingress Controller
Step 3: Create Ingress
Expected Result: Service and Ingress configured.
LAB 8: ConfigMaps and Secrets
Duration: 2 Hours
Detailed Procedure:
Step 1: Create ConfigMap
Step 2: Use ConfigMap in Pod
Step 3: Create Secret
Expected Result: ConfigMaps and Secrets created and used in pods.
LAB 9: Scaling and Self-Healing
Duration: 2.5 Hours
Detailed Procedure:
Step 1: Configure Resource Limits
Step 2: Install Metrics Server and HPA
Expected Result: HPA configured for automatic scaling.
LAB 10: GKE Cluster Creation
Duration: 2 Hours
Detailed Procedure:
Step 1: Create GKE Cluster
Expected Result: GKE cluster created and accessible.
LAB 11: Deploying Applications on GKE
Duration: 2.5 Hours
Detailed Procedure:
Step 1: Deploy Application
Expected Result: Application deployed and accessible via external IP.
LAB 12: Rolling Updates and Rollbacks
Duration: 2 Hours
Detailed Procedure:
Step 1: Update Deployment
Step 2: Rollback
Expected Result: Rolling updates and rollbacks working correctly.
Lab Completion Checklist:
[ ] Docker networking configured
[ ] Docker volumes created and used
[ ] Docker Compose multi-container app running
[ ] Kubernetes cluster set up
[ ] Pods and Deployments created
[ ] Services and Ingress configured
[ ] ConfigMaps and Secrets used
[ ] Scaling and self-healing implemented
[ ] GKE cluster created
[ ] Applications deployed on GKE
[ ] Rolling updates and rollbacks tested
Assessment Criteria:
Docker networking and volumes (15%)
Docker Compose (15%)
Kubernetes basics (20%)
Services and Ingress (15%)
ConfigMaps and Secrets (15%)
Scaling and GKE (15%)
Documentation (5%)
ASSESSMENT
Practical Assignments: 40%
Lab Examinations: 30%
Project Work: 30%
LABORATORY REQUIREMENTS
Docker Desktop or Docker Engine
Kubernetes cluster (Minikube, Kind, or GKE)
kubectl command-line tool
Google Cloud SDK (gcloud) for GKE labs
Text editor or IDE for YAML files
GCP account with GKE access
REFERENCE MATERIALS
Kubernetes Documentation: https://kubernetes.io/docs/
Docker Documentation: https://docs.docker.com/
Google Kubernetes Engine Documentation: https://cloud.google.com/kubernetes-engine/docs
Kubernetes Tutorials: https://kubernetes.io/docs/tutorials/
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Course Title: DevOps & GitOps – Jenkins, ArgoCD & Terraform
Credits: 3
Semester: 1
Prerequisites: DACDE103, DACDE104
Duration: 22–25 Hours
COURSE OBJECTIVES
To introduce DevOps principles and practices
To teach CI/CD concepts and implementation
To provide comprehensive understanding of Jenkins for CI/CD
To introduce GitOps principles and ArgoCD
To teach Infrastructure as Code using Terraform
To enable students to automate software delivery and infrastructure management
COURSE OUTCOMES (COs)
Upon completion of this course, students will be able to:
	CO
	Description
	Bloom's Level

	CO1
	Understand DevOps principles and CI/CD concepts
	Understand

	CO2
	Build and manage CI/CD pipelines using Jenkins
	Apply

	CO3
	Implement CI for Docker and Kubernetes
	Apply

	CO4
	Understand GitOps principles and ArgoCD architecture
	Understand

	CO5
	Deploy applications using ArgoCD with GitOps workflow
	Apply

	CO6
	Write Terraform configurations for infrastructure provisioning
	Apply

	CO7
	Provision infrastructure on AWS and GCP using Terraform
	Apply

	CO8
	Implement end-to-end DevOps workflows
	Apply



DETAILED SYLLABUS
UNIT I: DEVOPS FUNDAMENTALS
Introduction to DevOps – What is DevOps? – History and Evolution of DevOps – DevOps Culture: Collaboration, Communication, Integration – DevOps vs Traditional IT – Benefits of DevOps: Faster Delivery, Improved Quality, Better Collaboration – DevOps Principles: Continuous Integration, Continuous Delivery, Continuous Deployment, Infrastructure as Code, Monitoring and Logging.
DevOps Lifecycle – Plan Phase: Requirements, Design, Planning – Code Phase: Version Control, Code Review – Build Phase: Continuous Integration, Build Automation – Test Phase: Automated Testing, Quality Assurance – Release Phase: Deployment Automation, Release Management – Deploy Phase: Infrastructure Provisioning, Application Deployment – Operate Phase: Monitoring, Logging, Incident Management – Monitor Phase: Performance Monitoring, User Feedback.
DevOps Tools Landscape – Version Control: Git, GitHub, GitLab, Bitbucket – CI/CD Tools: Jenkins, GitLab CI, GitHub Actions, CircleCI – Configuration Management: Ansible, Puppet, Chef – Infrastructure as Code: Terraform, CloudFormation, Pulumi – Container Orchestration: Kubernetes, Docker Swarm – Monitoring: Prometheus, Grafana, ELK Stack – Collaboration: Slack, Jira, Confluence.
DevOps Best Practices – Version Control Best Practices – Code Review Practices – Automated Testing Strategies – Deployment Strategies: Blue-Green, Canary, Rolling – Infrastructure as Code Practices – Monitoring and Alerting Best Practices – Security in DevOps: DevSecOps – Documentation and Knowledge Sharing.
UNIT II: CI/CD CONCEPTS
Continuous Integration (CI) – What is Continuous Integration? – CI Benefits: Early Bug Detection, Faster Feedback, Reduced Integration Issues – CI Workflow: Commit, Build, Test, Report – CI Best Practices: Frequent Commits, Automated Builds, Fast Builds, Automated Testing – CI Tools Comparison.
Continuous Delivery (CD) – What is Continuous Delivery? – CD vs Continuous Deployment – CD Pipeline Stages: Build, Test, Staging Deployment, Production Deployment – Deployment Automation – CD Best Practices: Automated Testing, Deployment Automation, Rollback Capabilities – CD Tools and Platforms.
Continuous Deployment – What is Continuous Deployment? – Continuous Deployment vs Continuous Delivery – Continuous Deployment Workflow – Automated Deployment Strategies – Feature Flags and Canary Releases – Continuous Deployment Best Practices – Risks and Mitigation.
Pipeline as Code – What is Pipeline as Code? – Benefits: Version Control, Reusability, Consistency – Declarative vs Scripted Pipelines – Pipeline Definition: YAML, Groovy, JSON – Pipeline Best Practices – Pipeline Templates and Libraries.
UNIT III: JENKINS PIPELINES
Jenkins Overview – What is Jenkins? – Jenkins Architecture: Master, Agents (Nodes) – Jenkins Installation: Standalone, Docker, Kubernetes – Jenkins Plugins Ecosystem – Jenkins Configuration: Global Tools, Credentials, System Configuration.
Jenkins Jobs – Types of Jenkins Jobs: Freestyle Projects, Pipeline Projects, Multi-configuration Projects – Creating Freestyle Jobs – Job Configuration: Source Code Management, Build Triggers, Build Steps, Post-build Actions – Parameterized Builds – Build Triggers: Polling SCM, Webhooks, Scheduled Builds.
Jenkins Pipelines – Introduction to Jenkins Pipelines – Pipeline Types: Declarative Pipeline, Scripted Pipeline – Pipeline Syntax: stages, steps, agents, post, when – Creating Pipeline Jobs – Pipeline from SCM – Pipeline Best Practices.
Jenkinsfile – What is Jenkinsfile? – Jenkinsfile Structure – Declarative Pipeline Syntax – Scripted Pipeline Syntax – Using Jenkinsfile in SCM – Pipeline Libraries – Shared Libraries – Best Practices for Jenkinsfile.
Jenkins Agents – Understanding Jenkins Agents – Agent Types: Permanent Agents, Cloud Agents – Configuring Agents – Agent Labels and Usage – Distributed Builds – Agent Best Practices.
Jenkins Plugins – Essential Jenkins Plugins: Git Plugin, Docker Plugin, Kubernetes Plugin, Pipeline Plugin, Blue Ocean – Installing and Managing Plugins – Plugin Configuration – Custom Plugins Development.
UNIT IV: CI FOR DOCKER & KUBERNETES
Docker in CI/CD – Building Docker Images in CI – Dockerfile Best Practices for CI – Multi-stage Builds in CI – Docker Image Tagging Strategies – Pushing Images to Registry – Docker Layer Caching – Docker Security Scanning in CI.
Kubernetes in CI/CD – Deploying to Kubernetes in CI – Kubernetes Manifests in CI – Helm Charts in CI/CD – Kubernetes Deployment Strategies in CI – Kubernetes Testing: kubectl, kubeval, conftest – Kubernetes Security Scanning.
Jenkins Docker Integration – Using Docker in Jenkins Pipelines – Docker Agents in Jenkins – Building Docker Images in Jenkins – Docker Compose in Jenkins – Docker Registry Integration – Docker Best Practices in Jenkins.
Jenkins Kubernetes Integration – Kubernetes Plugin for Jenkins – Deploying Jenkins on Kubernetes – Kubernetes Agents in Jenkins – Deploying Applications to Kubernetes from Jenkins – Kubernetes Secrets Management in Jenkins – Kubernetes Best Practices in Jenkins.
CI/CD Pipeline Examples – Python Application CI/CD Pipeline – Node.js Application CI/CD Pipeline – Java Application CI/CD Pipeline – Microservices CI/CD Pipeline – Multi-stage CI/CD Pipeline.
UNIT V: GITOPS PRINCIPLES
Introduction to GitOps – What is GitOps? – GitOps Principles: Declarative, Version Controlled, Automated, Observable – GitOps vs Traditional DevOps – Benefits of GitOps: Consistency, Auditability, Rollback, Collaboration – GitOps Workflow.
GitOps Architecture – GitOps Components: Git Repository, CI System, CD System, Kubernetes Cluster – Git as Single Source of Truth – GitOps Operators: ArgoCD, Flux, Jenkins X – GitOps Patterns: Push-based, Pull-based – GitOps Best Practices.
GitOps Workflow – Application Development Workflow – Infrastructure Changes Workflow – Configuration Changes Workflow – GitOps Pull Request Workflow – GitOps Merge Workflow – GitOps Rollback Workflow.
GitOps Tools – ArgoCD: Overview, Features, Architecture – Flux: Overview, Features, Architecture – Jenkins X: Overview, Features – GitOps Tools Comparison – Choosing the Right GitOps Tool.
UNIT VI: ARGOCD ARCHITECTURE & ROLLBACKS
ArgoCD Overview – What is ArgoCD? – ArgoCD Architecture: ArgoCD Server, Application Controller, Repo Server, Redis – ArgoCD Installation: Standalone, Helm, Operator – ArgoCD UI and CLI – ArgoCD Features.
ArgoCD Concepts – Applications: Application CRD, Application Spec – Application Sources: Git Repository, Helm Charts, Kustomize – Application Destinations: Target Cluster, Target Namespace – Sync Policies: Manual Sync, Automatic Sync – Sync Strategies: Apply, Hook, Sync – Application Health and Status.
ArgoCD Configuration – ArgoCD Project: RBAC, Source Repositories, Destinations – ArgoCD Application: Application Definition, Sync Policy, Retry Policy – ArgoCD CLI: argocd CLI Installation, Authentication, Commands – ArgoCD UI: Dashboard, Application Details, Sync Operations.
ArgoCD Sync Operations – Manual Sync: Sync Application, Sync Options – Automatic Sync: Auto-sync Policy, Prune Resources, Self-Heal – Sync Hooks: Pre-sync, Sync, Post-sync – Sync Waves: Sync Order, Dependencies – Sync Conflicts and Resolution.
ArgoCD Rollbacks – Understanding ArgoCD Rollbacks – Rollback Scenarios – Manual Rollback: Rollback to Previous Revision – Automatic Rollback: Rollback on Failure – Rollback Best Practices – Rollback Strategies.
ArgoCD Best Practices – Application Structure Best Practices – Git Repository Organization – Sync Policy Best Practices – RBAC Best Practices – Security Best Practices – Monitoring and Alerting.
UNIT VII: TERRAFORM BASICS
Introduction to Terraform – What is Terraform? – Infrastructure as Code (IaC) Concepts – Terraform vs Other IaC Tools – Terraform Benefits: Declarative Syntax, Provider Ecosystem, State Management – Terraform Use Cases.
Terraform Installation and Setup – Installing Terraform: Windows, macOS, Linux – Terraform CLI Commands: init, plan, apply, destroy, validate, fmt – Terraform Configuration Files: .tf files – Terraform Workspaces – Terraform Configuration Best Practices.
Terraform Configuration Language (HCL) – HCL Syntax: Blocks, Arguments, Attributes – Resources: Resource Blocks, Resource Types, Resource Dependencies – Data Sources: Data Source Blocks, Data Source Types – Variables: Variable Declaration, Variable Types, Variable Files – Outputs: Output Blocks, Output Values – Locals: Local Values, Local Blocks – Functions: Built-in Functions, Custom Functions.
Terraform Providers – What are Providers? – Provider Configuration – AWS Provider: Configuration, Authentication, Resources – GCP Provider: Configuration, Authentication, Resources – Azure Provider: Configuration, Authentication – Provider Versioning – Provider Best Practices.
UNIT VIII: TERRAFORM STATE MANAGEMENT
Terraform State – What is Terraform State? – State File Structure – State File Location: Local, Remote – State Locking – State Backend: Local Backend, Remote Backend – State Best Practices.
Remote State – Remote State Backends: S3, GCS, Azure Storage – Configuring Remote Backend – State Backend Migration – Remote State Best Practices – State Sharing Between Projects.
State Management – Importing Existing Resources – Moving Resources – Removing Resources from State – State Refresh – State Inspection: terraform show, terraform state list – State Manipulation: terraform state mv, terraform state rm.
Terraform Workspaces – Understanding Workspaces – Creating Workspaces – Switching Workspaces – Workspace Best Practices – Workspace Use Cases: Environment Separation, Feature Branches.
UNIT IX: INFRA PROVISIONING ON AWS & GCP
Terraform AWS Resources – EC2 Instances: aws_instance, Key Pairs, Security Groups – VPC Resources: aws_vpc, aws_subnet, aws_internet_gateway, aws_route_table – S3 Buckets: aws_s3_bucket, aws_s3_bucket_policy – RDS Databases: aws_db_instance, aws_db_subnet_group – IAM Resources: aws_iam_user, aws_iam_role, aws_iam_policy – Load Balancers: aws_lb, aws_lb_target_group – AWS Provider Best Practices.
Terraform GCP Resources – Compute Engine: google_compute_instance, google_compute_disk – VPC Networks: google_compute_network, google_compute_subnetwork – Cloud Storage: google_storage_bucket, google_storage_bucket_iam_member – Cloud SQL: google_sql_database_instance, google_sql_database – IAM: google_project_iam_member, google_service_account – Load Balancing: google_compute_backend_service, google_compute_url_map – GCP Provider Best Practices.
Terraform Modules – What are Modules? – Module Structure – Creating Modules – Using Modules – Module Sources: Local, Git, Registry – Module Variables and Outputs – Module Best Practices – Terraform Registry.
Terraform Best Practices – Code Organization: File Structure, Naming Conventions – Variable Management: Variable Types, Default Values, Validation – Resource Naming: Consistent Naming, Tags/Labels – State Management: Remote State, State Locking – Security: Secrets Management, Least Privilege – Testing: terraform validate, terraform plan, terraform fmt – Documentation: Comments, README Files.
UNIT X: END-TO-END DEVOPS FLOW
Complete DevOps Workflow – Development: Code, Commit, Push – CI Pipeline: Build, Test, Package – Artifact Management: Store Artifacts, Version Artifacts – CD Pipeline: Deploy to Staging, Deploy to Production – Infrastructure Provisioning: Terraform Apply, Infrastructure Updates – Monitoring: Application Monitoring, Infrastructure Monitoring – Feedback Loop: Metrics, Logs, Alerts.
DevOps Pipeline Integration – Integrating Jenkins with Git – Integrating Jenkins with Docker – Integrating Jenkins with Kubernetes – Integrating ArgoCD with Git – Integrating Terraform with CI/CD – End-to-End Automation.
DevOps Best Practices – Pipeline Design Best Practices – Security Best Practices: Secrets Management, Vulnerability Scanning – Performance Best Practices: Parallel Execution, Caching – Reliability Best Practices: Retry Logic, Rollback Strategies – Documentation Best Practices – Team Collaboration Best Practices.
DevOps Case Studies – Microservices DevOps Pipeline – Serverless DevOps Pipeline – Multi-cloud DevOps Pipeline – Enterprise DevOps Transformation.
TEXTBOOKS AND REFERENCES
Textbooks
Kim, Gene, et al. "The DevOps Handbook: How to Create World-Class Agility, Reliability, and Security in Technology Organizations." IT Revolution, 2016.
Brikman, Yevgeniy. "Terraform: Up and Running: Writing Infrastructure as Code." O'Reilly Media, 2019.
References
Jenkins Documentation: https://www.jenkins.io/doc/
ArgoCD Documentation: https://argo-cd.readthedocs.io/
Terraform Documentation: https://www.terraform.io/docs
GitOps Principles: https://www.gitops.tech/
DevOps Best Practices: https://www.atlassian.com/devops
ASSESSMENT
Assignments: 30%
Mid-term Examination: 20%
End-term Examination: 50%
LABORATORY WORK
Students will complete hands-on labs covering:
Jenkins installation and configuration
Building CI/CD pipelines with Jenkins
Docker integration in CI/CD
Kubernetes deployment in CI/CD
ArgoCD installation and configuration
GitOps workflow implementation
Terraform installation and basic usage
Infrastructure provisioning on AWS
Infrastructure provisioning on GCP
End-to-end DevOps pipeline implementation
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Course Title: Capstone Project 1
Credits: 3
Semester: 1
Prerequisites: DACDE101, DACDE102, DACDE103, DACDE104, DACDE105
Duration: Project-based (6-8 weeks)
COURSE OBJECTIVES
To apply Semester 1 concepts in a real-world cloud and DevOps project
To demonstrate mastery of cloud computing fundamentals (AWS & GCP)
To demonstrate mastery of containerization (Docker) and orchestration (Kubernetes)
To implement basic DevOps practices (CI/CD with Jenkins)
To build a complete cloud-native application deployment pipeline
To develop problem-solving and project management skills
COURSE OUTCOMES (COs)
Upon completion of this course, students will be able to:
	CO
	Description
	Bloom's Level

	CO1
	Design and deploy cloud infrastructure on AWS and GCP
	Create

	CO2
	Containerize applications using Docker
	Apply

	CO3
	Deploy containerized applications on Kubernetes
	Apply

	CO4
	Implement CI/CD pipelines using Jenkins
	Apply

	CO5
	Integrate cloud services, containers, and CI/CD in a complete solution
	Create

	CO6
	Document and present technical solutions effectively
	Create



PROJECT REQUIREMENTS
Project Scope
Students will design, implement, and deploy a cloud-native web application with the following components:
Cloud Infrastructure: Deploy infrastructure on both AWS and GCP
Containerization: Containerize the application using Docker
Orchestration: Deploy on Kubernetes (local or GKE)
CI/CD: Implement CI/CD pipeline using Jenkins
Monitoring: Basic monitoring and logging setup
Application Requirements
The application should be a web-based system (e.g., Todo App, Blog Platform, E-commerce API, or similar) with:
Frontend (HTML/CSS/JavaScript or React/Vue)
Backend API (Python/Node.js/Java)
Database (MySQL/PostgreSQL)
RESTful API endpoints
Basic authentication/authorization
PROJECT PHASES
Phase 1: Project Planning and Design (Week 1-2)
Deliverables:
Project proposal document (2-3 pages)
Architecture diagram: Cloud infrastructure, application architecture, deployment architecture
Technology stack selection and justification
Project timeline and milestones
Risk assessment and mitigation strategies
Tasks:
Select application idea and define requirements
Design cloud infrastructure architecture (AWS & GCP)
Design application architecture
Design containerization strategy
Design Kubernetes deployment architecture
Design CI/CD pipeline architecture
Create project timeline
Identify required resources and tools
Phase 2: Cloud Infrastructure Setup (Week 2-3)
Deliverables:
AWS infrastructure deployed: VPC, EC2, S3, RDS
GCP infrastructure deployed: VPC, Compute Engine, Cloud Storage, Cloud SQL
Infrastructure documentation
Tasks:
Set up AWS account and configure IAM
Create AWS VPC with public and private subnets
Deploy EC2 instances for application servers
Set up S3 bucket for static assets
Deploy RDS database instance
Set up GCP project and configure IAM
Create GCP VPC network
Deploy Compute Engine instances
Set up Cloud Storage bucket
Deploy Cloud SQL database instance
Configure networking and security groups/firewall rules
Document infrastructure setup
Phase 3: Application Development and Containerization (Week 3-4)
Deliverables:
Working application code
Dockerfile for application
Docker images built and pushed to registry
Docker Compose file for local development
Tasks:
Develop frontend application
Develop backend API
Set up database schema
Implement application features
Write Dockerfile for frontend
Write Dockerfile for backend
Write Dockerfile for database initialization (if needed)
Build Docker images
Optimize Docker images (multi-stage builds, .dockerignore)
Push images to Docker Hub or container registry
Create docker-compose.yml for local development
Test application locally using Docker Compose
Phase 4: Kubernetes Deployment (Week 4-5)
Deliverables:
Kubernetes manifests (Pods, Deployments, Services, ConfigMaps, Secrets)
Application deployed on Kubernetes cluster
Application accessible via LoadBalancer or Ingress
Tasks:
Set up Kubernetes cluster (Minikube, Kind, or GKE)
Create namespace for application
Create ConfigMap for application configuration
Create Secrets for sensitive data (database credentials, API keys)
Create Deployment manifests for frontend
Create Deployment manifests for backend
Create Service manifests (ClusterIP, LoadBalancer)
Create Ingress manifest for external access
Deploy application to Kubernetes
Verify application is running and accessible
Test application functionality on Kubernetes
Implement basic health checks (liveness and readiness probes)
Phase 5: CI/CD Pipeline Implementation (Week 5-6)
Deliverables:
Jenkins server setup
Jenkins pipeline (Jenkinsfile)
Automated CI/CD pipeline working
Application automatically deployed on code changes
Tasks:
Set up Jenkins server (local or cloud)
Install required Jenkins plugins (Git, Docker, Kubernetes)
Configure Jenkins credentials (Git, Docker Hub, Kubernetes)
Create Jenkinsfile for CI/CD pipeline
Implement CI stages: Checkout, Build, Test, Build Docker Image
Implement CD stages: Push to Registry, Deploy to Kubernetes
Configure webhook for automatic pipeline triggers
Test complete CI/CD pipeline
Implement pipeline notifications (email, Slack)
Document CI/CD pipeline
Phase 6: Monitoring and Documentation (Week 6-7)
Deliverables:
Basic monitoring setup
Application logs collection
Complete project documentation
Presentation slides
Tasks:
Set up basic monitoring (CloudWatch for AWS, Cloud Monitoring for GCP)
Configure application logging
Set up log aggregation (if applicable)
Create monitoring dashboards
Write comprehensive project documentation:
Architecture overview
Setup instructions
Deployment guide
CI/CD pipeline documentation
Troubleshooting guide
Create presentation slides (10-15 slides)
Prepare demo video (optional but recommended)
Phase 7: Testing and Final Submission (Week 7-8)
Deliverables:
Fully tested and working solution
All documentation complete
Project submission
Tasks:
End-to-end testing of complete solution
Performance testing (basic)
Security review (basic)
Fix any identified issues
Finalize all documentation
Prepare project submission package
Submit project deliverables
PROJECT DELIVERABLES
Required Deliverables
Project Report (15-20 pages) including:
Executive Summary
Introduction and Problem Statement
Architecture Design and Diagrams
Implementation Details
Testing and Results
Challenges and Solutions
Conclusion and Future Work
References
Source Code Repository (GitHub/GitLab) with:
Application source code
Dockerfiles
Kubernetes manifests
Jenkinsfile
Terraform files (if used)
README with setup instructions
Architecture Diagrams:
Cloud infrastructure diagram (AWS & GCP)
Application architecture diagram
Kubernetes deployment diagram
CI/CD pipeline diagram
Presentation Slides (10-15 slides):
Project overview
Architecture
Key features
Demo
Lessons learned
Demo Video (5-10 minutes):
Application demo
Infrastructure walkthrough
CI/CD pipeline demonstration
ASSESSMENT CRITERIA
	Component
	Weight
	Criteria

	Project Proposal
	10%
	Clarity, completeness, feasibility

	Cloud Infrastructure
	20%
	Correct deployment, best practices, documentation

	Containerization
	15%
	Dockerfile quality, image optimization, best practices

	Kubernetes Deployment
	20%
	Correct manifests, deployment success, scalability

	CI/CD Pipeline
	15%
	Pipeline functionality, automation, best practices

	Documentation
	10%
	Completeness, clarity, technical accuracy

	Presentation
	10%
	Clarity, demonstration, Q&A



PROJECT IDEAS
Students can choose from the following project ideas or propose their own:
Cloud-Native Todo Application: Todo app with user authentication, deployed on cloud with CI/CD
Blog Platform: Blogging platform with content management, deployed on Kubernetes
E-commerce API: RESTful API for e-commerce with product catalog, cart, orders
File Storage Service: Cloud-based file storage service with upload/download functionality
Social Media Dashboard: Dashboard aggregating data from multiple social media APIs
Weather Application: Weather app consuming external APIs, deployed with auto-scaling
Chat Application: Real-time chat application with WebSocket support
Inventory Management System: Inventory management system with reporting features
RESOURCES AND TOOLS
Required Tools
AWS Account (Free Tier)
GCP Account (Free Tier)
Docker Desktop or Docker Engine
Kubernetes cluster (Minikube, Kind, or GKE)
Jenkins
Git and GitHub/GitLab
Text editor or IDE
Recommended Tools
Terraform (for Infrastructure as Code)
Helm (for Kubernetes package management)
Prometheus and Grafana (for monitoring)
SonarQube (for code quality)
TIMELINE
Week 1-2: Project Planning and Design
Week 2-3: Cloud Infrastructure Setup
Week 3-4: Application Development and Containerization
Week 4-5: Kubernetes Deployment
Week 5-6: CI/CD Pipeline Implementation
Week 6-7: Monitoring and Documentation
Week 7-8: Testing and Final Submission
EVALUATION
Projects will be evaluated based on:
Technical implementation quality
Adherence to best practices
Completeness of deliverables
Documentation quality
Presentation and demonstration
Innovation and problem-solving
SUPPORT AND GUIDANCE
Students will receive:
Weekly project review sessions with instructors
Access to course materials and documentation
Technical support via discussion forums
Code review and feedback
Best practices guidance
EXPECTED LEARNING OUTCOMES
Upon completion of this capstone project, students will have:
Gained hands-on experience with cloud platforms (AWS & GCP)
Mastered containerization and Kubernetes deployment
Implemented CI/CD pipelines
Developed problem-solving and project management skills
Created a portfolio-worthy project
Prepared for real-world cloud and DevOps roles
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Diploma in Cloud & DevOps Engineering
Acharya Nagarjuna University – Distance Education Program
Course Code: DACDE201
Course Title: Advanced Cloud Services & Architecture
Credits: 3
Semester: 2
Prerequisites: DACDE101, DACDE102, DACDE103, DACDE104
Duration: 20–25 Hours
COURSE OBJECTIVES
To introduce advanced cloud architecture patterns
To teach serverless computing concepts and implementation
To provide comprehensive understanding of advanced networking
To teach load balancing and auto-scaling strategies
To introduce managed cloud services
To enable students to design scalable, highly available cloud architectures
COURSE OUTCOMES (COs)
Upon completion of this course, students will be able to:
	CO
	Description
	Bloom's Level

	CO1
	Design advanced cloud architectures
	Create

	CO2
	Implement serverless applications using Lambda and Cloud Functions
	Apply

	CO3
	Configure advanced networking (VPC peering, VPN, Cloud Interconnect)
	Apply

	CO4
	Implement load balancing and auto-scaling solutions
	Apply

	CO5
	Work with managed cloud services
	Apply

	CO6
	Design multi-cloud and hybrid cloud strategies
	Create



DETAILED SYLLABUS
UNIT I: ADVANCED CLOUD ARCHITECTURE PATTERNS
Architecture Patterns – Microservices Architecture – Event-Driven Architecture – Serverless Architecture – Multi-Tier Architecture – N-Tier Architecture – Service-Oriented Architecture (SOA) – API Gateway Pattern – Circuit Breaker Pattern – Saga Pattern – CQRS Pattern.
Scalability Patterns – Horizontal Scaling vs Vertical Scaling – Auto-Scaling Strategies – Load Balancing Patterns – Database Scaling: Read Replicas, Sharding, Partitioning – Caching Strategies: CDN, Application Cache, Database Cache – Queue-Based Architecture – Pub/Sub Architecture.
High Availability Patterns – Multi-AZ Deployment – Multi-Region Deployment – Active-Active vs Active-Passive – Failover Strategies – Disaster Recovery Patterns – Backup and Restore Strategies – Data Replication Strategies.
Security Architecture – Defense in Depth – Network Segmentation – Zero Trust Architecture – Identity and Access Management – Encryption: At Rest, In Transit – Security Groups and Network ACLs – WAF (Web Application Firewall) – DDoS Protection.
UNIT II: SERVERLESS COMPUTING
Serverless Concepts – What is Serverless? – Serverless vs Traditional Computing – Benefits: Cost Efficiency, Scalability, Reduced Management – Limitations: Cold Starts, Vendor Lock-in, Debugging Challenges – Use Cases for Serverless.
AWS Lambda Advanced – Lambda Architecture – Lambda Layers – Lambda Provisioned Concurrency – Lambda Reserved Concurrency – Lambda Dead Letter Queues – Lambda Destinations – Lambda Extensions – Lambda Performance Optimization – Lambda Best Practices – Lambda Cost Optimization.
GCP Cloud Functions – Cloud Functions Overview – Cloud Functions Triggers: HTTP, Pub/Sub, Cloud Storage, Firestore – Cloud Functions Runtime Environments – Cloud Functions Configuration – Cloud Functions Security – Cloud Functions Best Practices – Cloud Functions vs Cloud Run.
Serverless Frameworks – Serverless Framework – AWS SAM (Serverless Application Model) – Serverless.com Framework – Zappa (Python) – Claudia.js (Node.js) – Serverless Framework Best Practices.
Event-Driven Serverless – Event-Driven Architecture with Serverless – AWS EventBridge – GCP Eventarc – Pub/Sub Integration – SQS/SNS Integration – Cloud Pub/Sub – Serverless Event Processing Patterns.
UNIT III: ADVANCED NETWORKING
VPC Advanced – VPC Peering: Same Region, Cross-Region – VPC Endpoints: Gateway Endpoints, Interface Endpoints – VPC Flow Logs – Transit Gateway – AWS PrivateLink – GCP Private Service Connect – VPC Best Practices.
VPN and Direct Connect – Site-to-Site VPN – Client VPN – AWS VPN – GCP Cloud VPN – AWS Direct Connect – GCP Cloud Interconnect – Dedicated Interconnect – Partner Interconnect – VPN vs Direct Connect – Hybrid Cloud Connectivity.
Load Balancing Advanced – Application Load Balancer (ALB) Advanced Features – Network Load Balancer (NLB) – Classic Load Balancer – GCP Load Balancing: HTTP(S), SSL Proxy, TCP Proxy, Network – Load Balancer Health Checks – Load Balancer Sticky Sessions – Load Balancer SSL/TLS Termination – Load Balancer Best Practices.
CDN and Edge Computing – Content Delivery Network (CDN) Concepts – AWS CloudFront – GCP Cloud CDN – CDN Caching Strategies – Edge Locations – Origin Failover – Custom Error Pages – CDN Security – CDN Best Practices.
UNIT IV: AUTO-SCALING AND LOAD BALANCING
Auto-Scaling Strategies – Auto-Scaling Groups Configuration – Launch Templates vs Launch Configurations – Scaling Policies: Target Tracking, Step Scaling, Simple Scaling – Predictive Scaling – Scheduled Scaling – Auto-Scaling Best Practices.
GCP Auto-Scaling – Managed Instance Groups – Autoscaler Configuration – Autoscaler Policies – Predictive Autoscaling – Autoscaling Metrics – Autoscaling Best Practices.
Load Balancing Implementation – Application Load Balancer Setup – Network Load Balancer Setup – GCP Load Balancer Setup – Health Check Configuration – Backend Service Configuration – Load Balancer Monitoring – Load Balancer Troubleshooting.
Scaling Best Practices – When to Scale – Scaling Metrics – Scaling Thresholds – Cooldown Periods – Scaling Alerts – Cost Optimization with Scaling – Scaling Challenges and Solutions.
UNIT V: MANAGED CLOUD SERVICES
Managed Database Services – AWS RDS Advanced Features – AWS Aurora Serverless – AWS DocumentDB – AWS ElastiCache – GCP Cloud SQL Advanced – GCP Cloud Spanner – GCP Firestore – Database Migration Service – Managed Database Best Practices.
Managed Message Queues – AWS SQS: Standard Queues, FIFO Queues – AWS SNS – AWS EventBridge – GCP Pub/Sub – GCP Cloud Tasks – Message Queue Patterns – Message Queue Best Practices.
Managed Container Services – AWS ECS (Elastic Container Service) – AWS Fargate – AWS EKS (Elastic Kubernetes Service) – GCP Cloud Run – GCP GKE Autopilot – Container Service Comparison – Container Service Best Practices.
Managed Analytics Services – AWS Athena – AWS Redshift – GCP BigQuery – GCP Dataflow – Analytics Service Use Cases – Analytics Service Best Practices.
UNIT VI: MULTI-CLOUD AND HYBRID CLOUD
Multi-Cloud Strategy – What is Multi-Cloud? – Multi-Cloud Benefits: Vendor Independence, Best-of-Breed Services, Risk Mitigation – Multi-Cloud Challenges: Complexity, Cost Management, Skills – Multi-Cloud Architecture Patterns – Multi-Cloud Management Tools.
Hybrid Cloud – What is Hybrid Cloud? – Hybrid Cloud Use Cases – On-Premises to Cloud Connectivity – Hybrid Cloud Architecture – AWS Outposts – GCP Anthos – Azure Arc – Hybrid Cloud Management.
Cloud Migration Strategies – Migration Assessment – 6 R's of Migration: Rehost, Replatform, Refactor, Repurchase, Retire, Retain – Migration Tools – Migration Planning – Migration Execution – Post-Migration Optimization.
Cloud Cost Optimization – Cost Management Tools – Right-Sizing – Reserved Instances and Committed Use Discounts – Spot Instances and Preemptible VMs – Cost Allocation Tags – Cost Monitoring and Budgets – Cost Optimization Best Practices.
TEXTBOOKS AND REFERENCES
Textbooks
Wittig, Andreas, and Wittig, Michael. "Amazon Web Services in Action: An in-depth guide to implementing and managing your infrastructure on AWS." Manning Publications, 2018.
Cole, Dan, et al. "Google Cloud Platform in Action." Manning Publications, 2018.
References
AWS Well-Architected Framework: https://aws.amazon.com/architecture/well-architected/
Google Cloud Architecture Framework: https://cloud.google.com/architecture/framework
AWS Documentation: https://docs.aws.amazon.com/
Google Cloud Documentation: https://cloud.google.com/docs
ASSESSMENT
Assignments: 30%
Mid-term Examination: 20%
End-term Examination: 50%
LABORATORY WORK
Students will complete hands-on labs covering:
Serverless application development
Advanced VPC configuration
VPN and Direct Connect setup
Advanced load balancing
Auto-scaling implementation
Managed services configuration
Multi-cloud architecture design
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Diploma in Cloud & DevOps Engineering
Acharya Nagarjuna University – Distance Education Program
Course Code: DACDE202
Course Title: Advanced Cloud Services Lab
Credits: 2
Semester: 2
Prerequisites: DACDE201 (Co-requisite)
Duration: 20–25 Hours
COURSE OBJECTIVES
To provide hands-on experience with advanced cloud services
To develop practical skills in serverless computing
To enable students to configure advanced networking
To build confidence in designing scalable cloud architectures
COURSE OUTCOMES (COs)
Upon completion of this course, students will be able to:
	CO
	Description
	Bloom's Level

	CO1
	Build serverless applications using Lambda and Cloud Functions
	Apply

	CO2
	Configure VPC peering and VPN connections
	Apply

	CO3
	Implement advanced load balancing solutions
	Apply

	CO4
	Configure auto-scaling for cloud resources
	Apply

	CO5
	Work with managed cloud services
	Apply



LAB EXPERIMENTS
LAB 1: Serverless Application with AWS Lambda
Duration: 2.5 Hours
Objectives:
Create Lambda functions with different triggers
Implement Lambda layers
Configure Lambda destinations
Optimize Lambda performance
Prerequisites:
Completed Semester 1 labs
Basic Python programming
S3 bucket created
Detailed Procedure:
Step 1: Create Lambda Function with S3 Trigger
Create Lambda Function Code
   ```bash
   mkdir lambda-s3-processor
   cd lambda-s3-processor
   cat > lambda_function.py <<'EOF'
   import json
   import boto3
   import os
   s3 = boto3.client('s3')
   sns = boto3.client('sns')
   def lambda_handler(event, context):
       sns_topic_arn = os.environ['SNS_TOPIC_ARN']
       for record in event['Records']:
           bucket = record['s3']['bucket']['name']
           key = record['s3']['object']['key']
           # Get object metadata
           response = s3.head_object(Bucket=bucket, Key=key)
           size = response['ContentLength']
           content_type = response['ContentType']
           # Send notification
           message = f"File {key} ({size} bytes, {content_type}) uploaded to {bucket}"
           sns.publish(TopicArn=sns_topic_arn, Message=message)
           return {
               'statusCode': 200,
               'body': json.dumps({'message': f'Processed {key}'})
           }
   EOF
   ```
Create Deployment Package
   ```bash
   zip lambda-s3-processor.zip lambda_function.py
   ```
Create SNS Topic
   ```bash
   SNS_TOPIC_ARN=$(aws sns create-topic \
     --name s3-upload-notifications \
     --query 'TopicArn' --output text)
   # Subscribe email
   aws sns subscribe \
     --topic-arn $SNS_TOPIC_ARN \
     --protocol email \
     --notification-endpoint your-email@example.com
   ```
Create Lambda Function
   ```bash
   # Get Lambda execution role ARN (create if needed)
   LAMBDA_ROLE_ARN="arn:aws:iam::123456789012:role/lambda-execution-role"
   aws lambda create-function \
     --function-name s3-file-processor \
     --runtime python3.11 \
     --role $LAMBDA_ROLE_ARN \
     --handler lambda_function.lambda_handler \
     --zip-file fileb://lambda-s3-processor.zip \
     --environment Variables="{SNS_TOPIC_ARN=$SNS_TOPIC_ARN}" \
     --timeout 30 \
     --memory-size 256
   ```
Add S3 Permission
   ```bash
   aws lambda add-permission \
     --function-name s3-file-processor \
     --principal s3.amazonaws.com \
     --statement-id s3-trigger \
     --action lambda:InvokeFunction \
     --source-arn arn:aws:s3:::lab-bucket-student123
   ```
Configure S3 Bucket Notification
   ```bash
   cat > s3-notification.json <<EOF
   {
     "LambdaFunctionConfigurations": [
       {
         "LambdaFunctionArn": "arn:aws:lambda:us-east-1:123456789012:function:s3-file-processor",
         "Events": ["s3:ObjectCreated:*"],
         "Filter": {
           "Key": {
             "FilterRules": [{"Name": "suffix", "Value": ".txt"}]
           }
         }
       }
     ]
   }
   EOF
   aws s3api put-bucket-notification-configuration \
     --bucket lab-bucket-student123 \
     --notification-configuration file://s3-notification.json
   ```
Test S3 Trigger
   ```bash
   echo "Test file" > test-trigger.txt
   aws s3 cp test-trigger.txt s3://lab-bucket-student123/
   # Check Lambda logs
   aws logs tail /aws/lambda/s3-file-processor --follow
   ```
Expected Result: Lambda function triggered when file uploaded to S3, SNS notification sent.
Verification:
Step 2: Create Lambda Layer
Create Layer Directory Structure
   ```bash
   mkdir -p python-layer/python
   cd python-layer/python
   # Install requests library
   pip install requests -t .
   cd ..
   ```
Create Layer Package
   ```bash
   zip -r requests-layer.zip python/
   ```
Publish Layer
   ```bash
   LAYER_ARN=$(aws lambda publish-layer-version \
     --layer-name requests-layer \
     --zip-file fileb://requests-layer.zip \
     --compatible-runtimes python3.11 \
     --query 'LayerVersionArn' --output text)
   echo "Layer ARN: $LAYER_ARN"
   ```
Update Lambda Function to Use Layer
   ```bash
   aws lambda update-function-configuration \
     --function-name s3-file-processor \
     --layers $LAYER_ARN
   ```
Expected Result: Lambda layer created and attached to function.
Step 3: Configure Lambda Provisioned Concurrency
Create Provisioned Concurrency Configuration
   ```bash
   aws lambda put-provisioned-concurrency-config \
     --function-name s3-file-processor \
     --qualifier '$LATEST' \
     --provisioned-concurrent-executions 2
   ```
Monitor Provisioned Concurrency
   ```bash
   aws lambda get-provisioned-concurrency-config \
     --function-name s3-file-processor \
     --qualifier '$LATEST'
   ```
Expected Result: Provisioned concurrency configured to reduce cold starts.
Lab Completion Checklist:
[ ] Lambda function created with S3 trigger
[ ] SNS topic configured and subscribed
[ ] Lambda layer created and attached
[ ] Provisioned concurrency configured
[ ] Dead letter queue configured
[ ] Lambda destinations set up
[ ] Performance monitoring implemented
[ ] Cost optimization applied
Assessment Criteria:
Lambda function creation (25%)
Trigger configuration (20%)
Lambda layers (15%)
Performance optimization (20%)
Monitoring and testing (15%)
Documentation (5%)
LAB 2: Serverless Application with GCP Cloud Functions
Duration: 2 Hours
Detailed Procedure:
Step 1: Create HTTP Cloud Function
Expected Result: HTTP Cloud Function deployed and accessible.
LAB 3: Advanced VPC Configuration
Duration: 2.5 Hours
Detailed Procedure:
Step 1: Create VPC Peering
Expected Result: VPC peering configured, instances can communicate across VPCs.
[Continuing with Labs 4-10 following same detailed format...]
LAB 4: VPN and Direct Connect
Duration: 2 Hours
Detailed Procedure:
Step 1: Create Site-to-Site VPN
Expected Result: Site-to-Site VPN connection created.
LAB 5: Advanced Load Balancing
Duration: 2.5 Hours
Detailed Procedure:
Step 1: Create Application Load Balancer
Expected Result: Application Load Balancer created and routing traffic.
LAB 6: Auto-Scaling Implementation
Duration: 2 Hours
Detailed Procedure:
Step 1: Create Launch Template
Step 2: Create Auto Scaling Group
Step 3: Create Scaling Policy
Expected Result: Auto Scaling Group created with target tracking policy.
LAB 7: Managed Database Services
Duration: 2 Hours
Detailed Procedure:
Step 1: Configure RDS Multi-AZ
Step 2: Create Aurora Serverless
Expected Result: Aurora Serverless cluster created.
LAB 8: Managed Message Queues
Duration: 2 Hours
Detailed Procedure:
Step 1: Create SQS Queue
Expected Result: SQS queues created and messages sent/received.
LAB 9: CDN Configuration
Duration: 2 Hours
Detailed Procedure:
Step 1: Create CloudFront Distribution
Expected Result: CloudFront distribution created and serving content.
LAB 10: Multi-Cloud Architecture
Duration: 3 Hours
Detailed Procedure:
Step 1: Design Architecture
Create architecture diagram showing:
AWS resources (EC2, RDS, S3)
GCP resources (Compute Engine, Cloud SQL, Cloud Storage)
Cross-cloud connectivity
Unified monitoring
Step 2: Deploy Resources
Step 3: Unified Monitoring
Expected Result: Multi-cloud architecture deployed with unified monitoring.
Lab Completion Checklist:
[ ] Serverless applications built (Lambda and Cloud Functions)
[ ] Advanced VPC networking configured
[ ] VPN connections established
[ ] Load balancers configured
[ ] Auto-scaling implemented
[ ] Managed services configured
[ ] Message queues implemented
[ ] CDN configured
[ ] Multi-cloud architecture designed and deployed
Assessment Criteria:
Serverless applications (20%)
Advanced networking (20%)
Load balancing and scaling (20%)
Managed services (20%)
Multi-cloud architecture (15%)
Documentation (5%)
ASSESSMENT
Practical Assignments: 40%
Lab Examinations: 30%
Project Work: 30%
LABORATORY REQUIREMENTS
AWS Account with appropriate permissions
GCP Account with appropriate permissions
AWS CLI and gcloud CLI installed
Text editor or IDE
Network connectivity for VPN labs
REFERENCE MATERIALS
AWS Documentation: https://docs.aws.amazon.com/
Google Cloud Documentation: https://cloud.google.com/docs
AWS Well-Architected Labs: https://www.wellarchitectedlabs.com/
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Diploma in Cloud & DevOps Engineering
Acharya Nagarjuna University – Distance Education Program
Course Code: DACDE203
Course Title: Advanced DevOps Practices & Automation
Credits: 3
Semester: 2
Prerequisites: DACDE105
Duration: 20–25 Hours
COURSE OBJECTIVES
To teach advanced CI/CD patterns and optimization
To introduce security scanning and compliance automation
To provide advanced Terraform patterns and module development
To teach infrastructure testing strategies
To enable students to implement enterprise-grade DevOps practices
COURSE OUTCOMES (COs)
Upon completion of this course, students will be able to:
	CO
	Description
	Bloom's Level

	CO1
	Design and optimize advanced CI/CD pipelines
	Create

	CO2
	Implement security scanning and compliance automation
	Apply

	CO3
	Develop reusable Terraform modules
	Create

	CO4
	Implement infrastructure testing strategies
	Apply

	CO5
	Automate DevOps workflows at scale
	Apply



DETAILED SYLLABUS
UNIT I: ADVANCED CI/CD PATTERNS
Pipeline Optimization – Parallel Execution – Pipeline Caching Strategies – Artifact Management – Pipeline Templates – Pipeline Libraries – Conditional Execution – Pipeline Notifications – Pipeline Metrics and Monitoring.
Advanced Jenkins – Jenkins Distributed Architecture – Jenkins Pipeline Libraries – Jenkins Shared Libraries – Jenkins Declarative Pipeline Advanced Features – Jenkins Scripted Pipeline – Jenkins Pipeline Best Practices – Jenkins Security Hardening.
GitLab CI/CD – GitLab CI/CD Overview – .gitlab-ci.yml Configuration – GitLab Runners – GitLab CI/CD Pipelines – GitLab CI/CD Variables – GitLab CI/CD Artifacts – GitLab CI/CD Best Practices.
GitHub Actions – GitHub Actions Overview – Workflow Files – GitHub Actions Marketplace – Self-Hosted Runners – GitHub Actions Secrets – GitHub Actions Best Practices.
UNIT II: SECURITY SCANNING & COMPLIANCE
Security in CI/CD – DevSecOps Principles – Security Scanning: SAST, DAST, IAST – Dependency Scanning – Container Scanning – Infrastructure Scanning – Secrets Management in CI/CD.
Security Tools – SonarQube for Code Quality – Snyk for Dependency Scanning – OWASP ZAP for Security Testing – Trivy for Container Scanning – Checkov for Infrastructure Scanning – Security Best Practices.
Compliance Automation – Compliance Frameworks: SOC 2, ISO 27001, HIPAA – Compliance as Code – Policy as Code – Open Policy Agent (OPA) – Compliance Automation Tools – Compliance Reporting.
Secrets Management – AWS Secrets Manager – GCP Secret Manager – HashiCorp Vault – Secrets Rotation – Secrets Best Practices.
UNIT III: ADVANCED TERRAFORM PATTERNS
Terraform Modules – Module Structure – Module Development – Module Versioning – Module Registry – Module Best Practices – Module Testing.
Terraform Advanced Features – Terraform Workspaces – Terraform State Management – Terraform Remote State – Terraform State Locking – Terraform Import – Terraform Taint and Untaint – Terraform Refresh.
Terraform Providers – Custom Provider Development – Provider Configuration – Provider Version Constraints – Provider Best Practices.
Terraform Best Practices – Code Organization – Variable Management – Resource Naming – State Management – Security – Testing – Documentation.
UNIT IV: INFRASTRUCTURE TESTING
Infrastructure Testing Strategies – Unit Testing – Integration Testing – End-to-End Testing – Testing Tools: Terratest, Kitchen-Terraform, InSpec – Testing Best Practices.
Terraform Testing – terraform validate – terraform plan – terraform fmt – terraform taint – Testing Modules – Testing Infrastructure Changes.
Infrastructure Validation – Policy Validation – Security Validation – Cost Validation – Compliance Validation – Validation Tools.
UNIT V: DEVOPS AUTOMATION AT SCALE
Infrastructure Automation – Infrastructure as Code Best Practices – Infrastructure Versioning – Infrastructure Change Management – Infrastructure Rollback Strategies.
Configuration Management – Ansible Overview – Ansible Playbooks – Ansible Roles – Ansible Best Practices – Configuration Management vs Infrastructure as Code.
Automation Tools – Infrastructure Automation Tools Comparison – Workflow Automation – Event-Driven Automation – Automation Best Practices.
TEXTBOOKS AND REFERENCES
Kim, Gene, et al. "The DevOps Handbook." IT Revolution, 2016.
Brikman, Yevgeniy. "Terraform: Up and Running." O'Reilly Media, 2019.
Jenkins Documentation: https://www.jenkins.io/doc/
Terraform Documentation: https://www.terraform.io/docs
ASSESSMENT
Assignments: 30%
Mid-term Examination: 20%
End-term Examination: 50%
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Diploma in Cloud & DevOps Engineering
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Course Code: DACDE204
Course Title: Advanced DevOps Practices Lab
Credits: 2
Semester: 2
Prerequisites: DACDE203 (Co-requisite)
Duration: 20–25 Hours
COURSE OBJECTIVES
To provide hands-on experience with advanced CI/CD patterns
To implement security scanning in pipelines
To develop Terraform modules
To implement infrastructure testing
To automate DevOps workflows
COURSE OUTCOMES (COs)
Upon completion of this course, students will be able to:
	CO
	Description
	Bloom's Level

	CO1
	Build optimized CI/CD pipelines
	Apply

	CO2
	Implement security scanning automation
	Apply

	CO3
	Develop reusable Terraform modules
	Create

	CO4
	Implement infrastructure testing
	Apply

	CO5
	Automate DevOps workflows
	Apply



LAB EXPERIMENTS
LAB 1: Advanced Jenkins Pipelines
Duration: 3 Hours
Objectives:
Create shared pipeline libraries
Implement parallel execution
Optimize pipeline performance
Implement pipeline notifications
Prerequisites:
Jenkins server installed
Git repository access
Basic Groovy knowledge
Detailed Procedure:
Step 1: Install Jenkins
Install Jenkins (Ubuntu/Debian)
   ```bash
   curl -fsSL https://pkg.jenkins.io/debian-stable/jenkins.io-2023.key | sudo tee \
     /usr/share/keyrings/jenkins-keyring.asc > /dev/null
   echo deb [signed-by=/usr/share/keyrings/jenkins-keyring.asc] \
     https://pkg.jenkins.io/debian-stable binary/ | sudo tee \
     /etc/apt/sources.list.d/jenkins.list > /dev/null
   sudo apt-get update
   sudo apt-get install jenkins -y
   sudo systemctl start jenkins
   sudo systemctl enable jenkins
   ```
Access Jenkins
Open browser: http://localhost:8080
Get initial admin password:
     ```bash
     sudo cat /var/lib/jenkins/secrets/initialAdminPassword
     ```
Install suggested plugins
Create admin user
Expected Result: Jenkins installed and accessible.
Step 2: Create Shared Pipeline Library
Create Library Repository Structure
   ```bash
   mkdir jenkins-shared-library
   cd jenkins-shared-library
   mkdir -p vars src/org/example
   ```
Create Library Functions
   ```bash
   cat > vars/buildApp.groovy <<'EOF'
   def call(Map config) {
       stage('Build') {
           sh """
               echo "Building ${config.appName}..."
               # Add build commands here
           """
       }
   }
   EOF
   cat > vars/testApp.groovy <<'EOF'
   def call(Map config) {
       stage('Test') {
           sh """
               echo "Testing ${config.appName}..."
               # Add test commands here
           """
       }
   }
   EOF
   ```
Configure Library in Jenkins
Go to Jenkins → Manage Jenkins → Configure System
Scroll to "Global Pipeline Libraries"
Add library:
Name: shared-library
Default version: main
Retrieval method: Modern SCM
Source Code Management: Git
Repository URL: [Your Git repo URL]
Expected Result: Shared library configured in Jenkins.
Step 3: Create Pipeline with Parallel Execution
Create Jenkinsfile
   ```bash
   cat > Jenkinsfile <<'EOF'
   @Library('shared-library') _
   pipeline {
       agent any
       stages {
           stage('Checkout') {
               steps {
                   checkout scm
               }
           }
           stage('Build & Test') {
               parallel {
                   stage('Build Frontend') {
                       steps {
                           sh 'echo "Building frontend..."'
                       }
                   }
                   stage('Build Backend') {
                       steps {
                           sh 'echo "Building backend..."'
                       }
                   }
                   stage('Run Tests') {
                       steps {
                           sh 'echo "Running tests..."'
                       }
                   }
               }
           }
           stage('Deploy') {
               steps {
                   sh 'echo "Deploying..."'
               }
           }
       }
       post {
           success {
               emailext (
                   subject: "Pipeline Success: ${env.JOB_NAME} - ${env.BUILD_NUMBER}",
                   body: "Build successful!",
                   to: "team@example.com"
               )
           }
           failure {
               emailext (
                   subject: "Pipeline Failed: ${env.JOB_NAME} - ${env.BUILD_NUMBER}",
                   body: "Build failed!",
                   to: "team@example.com"
               )
           }
       }
   }
   EOF
   ```
Create Pipeline Job
New Item → Pipeline
Name: advanced-pipeline
Pipeline → Definition: Pipeline script from SCM
SCM: Git
Repository URL: [Your repo]
Script Path: Jenkinsfile
Save and Build
Expected Result: Pipeline created with parallel execution and notifications.
Verification:
Check pipeline execution in Jenkins UI
Verify parallel stages run simultaneously
Check email notifications received
Lab Completion Checklist:
[ ] Jenkins installed and configured
[ ] Shared library created
[ ] Pipeline with parallel execution created
[ ] Pipeline caching configured
[ ] Email notifications working
[ ] Pipeline metrics monitored
[ ] Pipeline optimized
Assessment Criteria:
Jenkins setup (20%)
Shared library creation (25%)
Parallel execution (20%)
Notifications (15%)
Optimization (15%)
Documentation (5%)
LAB 2: Security Scanning in CI/CD
Duration: 3 Hours
Detailed Procedure:
Step 1: Integrate SonarQube
Install SonarQube (Docker)
   ```bash
   docker run -d --name sonarqube \
     -p 9000:9000 \
     -e SONAR_ES_BOOTSTRAP_CHECKS_DISABLE=true \
     sonarqube:latest
   ```
Install SonarQube Scanner Plugin in Jenkins
Manage Jenkins → Manage Plugins
Install "SonarQube Scanner" plugin
Configure SonarQube in Jenkins
Manage Jenkins → Configure System
SonarQube servers → Add SonarQube
Name: sonarqube
Server URL: http://localhost:9000
Server authentication token: [Generate in SonarQube]
Add SonarQube Stage to Pipeline
   ```groovy
   stage('SonarQube Analysis') {
       steps {
           withSonarQubeEnv('sonarqube') {
               sh 'sonar-scanner'
           }
       }
   }
   ```
Expected Result: SonarQube integrated in pipeline.
Step 2: Integrate Snyk for Dependency Scanning
Install Snyk Plugin
   ```bash
   # Install Snyk CLI
   npm install -g snyk
   # Authenticate
   snyk auth
   ```
Add Snyk Stage
   ```groovy
   stage('Dependency Scanning') {
       steps {
           sh 'snyk test --severity-threshold=high'
       }
   }
   ```
Step 3: Integrate Trivy for Container Scanning
Install Trivy
   ```bash
   sudo apt-get install wget apt-transport-https gnupg lsb-release
   wget -qO - https://aquasecurity.github.io/trivy-repo/deb/public.key | sudo apt-key add -
   echo "deb https://aquasecurity.github.io/trivy-repo/deb $(lsb_release -sc) main" | sudo tee -a /etc/apt/sources.list.d/trivy.list
   sudo apt-get update
   sudo apt-get install trivy -y
   ```
Add Trivy Stage
   ```groovy
   stage('Container Scanning') {
       steps {
           sh 'trivy image your-image:latest'
       }
   }
   ```
Expected Result: Security scanning integrated in CI/CD pipeline.
LAB 3: Terraform Module Development
Duration: 3 Hours
Detailed Procedure:
Step 1: Create Module Structure
Step 2: Use Module
Expected Result: Reusable Terraform module created and used.
LAB 4: Infrastructure Testing
Duration: 2.5 Hours
Detailed Procedure:
Step 1: Write Terraform Tests
Expected Result: Infrastructure tests written and executed.
LAB 5: Compliance Automation
Duration: 2.5 Hours
Detailed Procedure:
Step 1: Install Open Policy Agent
Step 2: Write Policy Rules
Step 3: Integrate with Terraform
Expected Result: Compliance policies enforced automatically.
Lab Completion Checklist:
[ ] Advanced Jenkins pipelines created
[ ] Security scanning integrated
[ ] Terraform modules developed
[ ] Infrastructure testing implemented
[ ] Compliance automation configured
[ ] All tools working together
Assessment Criteria:
Jenkins pipelines (25%)
Security scanning (25%)
Terraform modules (20%)
Infrastructure testing (15%)
Compliance automation (10%)
Documentation (5%)
ASSESSMENT
Practical Assignments: 40%
Lab Examinations: 30%
Project Work: 30%
LABORATORY REQUIREMENTS
Jenkins server
Terraform installed
Git repository
Security scanning tools
Testing frameworks
REFERENCE MATERIALS
Jenkins Documentation: https://www.jenkins.io/doc/
Terraform Documentation: https://www.terraform.io/docs
OPA Documentation: https://www.openpolicyagent.org/docs/
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Course Code: DACDE205
Course Title: Production Deployment & Operations
Credits: 3
Semester: 2
Prerequisites: DACDE201, DACDE202, DACDE203, DACDE204
Duration: 20–25 Hours
COURSE OBJECTIVES
To teach production deployment strategies
To introduce monitoring and observability
To teach logging and log management
To introduce incident management and disaster recovery
To teach cost optimization and security hardening
To enable students to operate production cloud systems
COURSE OUTCOMES (COs)
Upon completion of this course, students will be able to:
	CO
	Description
	Bloom's Level

	CO1
	Implement production deployment strategies
	Apply

	CO2
	Set up monitoring and observability solutions
	Apply

	CO3
	Configure logging and log management
	Apply

	CO4
	Implement incident management processes
	Apply

	CO5
	Design disaster recovery strategies
	Create

	CO6
	Optimize cloud costs and implement security hardening
	Apply



DETAILED SYLLABUS
UNIT I: PRODUCTION DEPLOYMENT STRATEGIES
Deployment Strategies – Blue-Green Deployment – Canary Deployment – Rolling Deployment – A/B Testing – Feature Flags – Deployment Best Practices – Zero-Downtime Deployment – Deployment Rollback Strategies.
Production Readiness – Production Checklist – Performance Testing – Load Testing – Stress Testing – Security Testing – Disaster Recovery Testing – Production Monitoring Setup – Documentation Requirements.
UNIT II: MONITORING AND OBSERVABILITY
Monitoring Concepts – Monitoring vs Observability – Metrics, Logs, Traces – Monitoring Best Practices – Alerting Strategies – Dashboard Design.
Prometheus and Grafana – Prometheus Architecture – Prometheus Metrics – PromQL Queries – Grafana Dashboards – Alerting Rules – Service Discovery – Prometheus Best Practices.
Cloud Monitoring – AWS CloudWatch Advanced – GCP Cloud Monitoring – Azure Monitor – Cloud Monitoring Best Practices – Custom Metrics – Monitoring Costs.
UNIT III: LOGGING AND LOG MANAGEMENT
Logging Strategies – Centralized Logging – Log Aggregation – Log Retention Policies – Log Analysis – Log Best Practices.
ELK Stack – Elasticsearch Overview – Logstash Configuration – Kibana Dashboards – ELK Stack Deployment – ELK Stack Best Practices.
Cloud Logging – AWS CloudWatch Logs – GCP Cloud Logging – Log-based Metrics – Log Export – Log Analysis Tools.
UNIT IV: INCIDENT MANAGEMENT
Incident Response – Incident Management Process – Incident Classification – Incident Response Team – Incident Communication – Post-Incident Review – Incident Management Tools.
On-Call Practices – On-Call Rotation – Escalation Policies – Runbooks – Incident Response Automation – On-Call Best Practices.
UNIT V: DISASTER RECOVERY
Disaster Recovery Strategies – Backup and Restore – Pilot Light – Warm Standby – Multi-Site – Disaster Recovery Planning – RTO and RPO – Disaster Recovery Testing.
Backup Strategies – Backup Types – Backup Frequency – Backup Retention – Backup Testing – Backup Automation – Backup Best Practices.
UNIT VI: COST OPTIMIZATION
Cost Management – Cost Monitoring – Cost Allocation – Cost Optimization Strategies – Reserved Instances – Spot Instances – Right-Sizing – Cost Optimization Tools.
Security Hardening – Security Best Practices – Network Security – Access Control – Encryption – Security Monitoring – Compliance – Security Auditing.
UNIT VII: SRE PRACTICES
Site Reliability Engineering – SRE Principles – Error Budgets – SLIs, SLOs, SLAs – Toil Reduction – Automation – SRE Best Practices.
TEXTBOOKS AND REFERENCES
Beyer, Betsy, et al. "Site Reliability Engineering: How Google Runs Production Systems." O'Reilly Media, 2016.
AWS Well-Architected Framework
Google Cloud SRE Book
ASSESSMENT
Assignments: 30%
Mid-term Examination: 20%
End-term Examination: 50%
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Course Code: DACDE206
Course Title: Capstone Project 2
Credits: 6
Semester: 2
Prerequisites: All Semester 2 courses
Duration: Project-based (10-12 weeks)
COURSE OBJECTIVES
To integrate all Semester 2 concepts in a comprehensive project
To build production-ready cloud applications
To implement advanced DevOps practices
To deploy and manage production systems
To demonstrate mastery of cloud and DevOps engineering
COURSE OUTCOMES (COs)
Upon completion of this course, students will be able to:
	CO
	Description
	Bloom's Level

	CO1
	Design and implement production-ready cloud architecture
	Create

	CO2
	Implement advanced DevOps practices
	Apply

	CO3
	Deploy and manage production systems
	Apply

	CO4
	Implement monitoring, logging, and observability
	Apply

	CO5
	Design disaster recovery and backup strategies
	Create

	CO6
	Optimize costs and implement security hardening
	Apply



PROJECT REQUIREMENTS
Project Scope
Students will design, implement, and operate a production-ready cloud-native application with:
Advanced Cloud Architecture: Multi-tier, scalable, highly available
Advanced DevOps: CI/CD, GitOps, Infrastructure as Code
Production Operations: Monitoring, Logging, Incident Management
Security: Security hardening, compliance, secrets management
Cost Optimization: Cost monitoring and optimization
Application Requirements
The application should be enterprise-grade with:
Microservices architecture
Multiple environments (dev, staging, prod)
Database with replication
Caching layer
Load balancing
Auto-scaling
Monitoring and alerting
Logging and log aggregation
Backup and disaster recovery
PROJECT PHASES
Phase 1: Architecture Design (Week 1-2)
Deliverables:
Complete architecture design document
Infrastructure design
Security architecture
Disaster recovery plan
Cost estimation
Phase 2: Infrastructure Implementation (Week 2-4)
Deliverables:
Infrastructure as Code (Terraform)
Multi-cloud or advanced single-cloud setup
Networking configuration
Security groups and policies
Phase 3: Application Development (Week 4-6)
Deliverables:
Microservices application
Containerized services
Database schema
API documentation
Phase 4: CI/CD and GitOps (Week 6-7)
Deliverables:
Complete CI/CD pipeline
GitOps implementation
Automated testing
Security scanning
Phase 5: Production Deployment (Week 7-8)
Deliverables:
Production deployment
Blue-green or canary deployment
Load testing results
Performance optimization
Phase 6: Monitoring and Operations (Week 8-9)
Deliverables:
Monitoring dashboards
Alerting configuration
Logging setup
Incident response runbooks
Phase 7: Security and Compliance (Week 9-10)
Deliverables:
Security hardening implementation
Compliance checks
Security audit report
Penetration testing results
Phase 8: Documentation and Presentation (Week 10-12)
Deliverables:
Complete project documentation
Architecture diagrams
Deployment guides
Operations runbooks
Presentation and demo
ASSESSMENT CRITERIA
	Component
	Weight

	Architecture Design
	15%

	Infrastructure Implementation
	20%

	Application Development
	15%

	CI/CD and GitOps
	15%

	Production Operations
	15%

	Security and Compliance
	10%

	Documentation
	10%



EXPECTED LEARNING OUTCOMES
Upon completion, students will have:
Built a production-ready cloud application
Implemented enterprise DevOps practices
Gained experience in production operations
Created a comprehensive portfolio project
Prepared for senior cloud and DevOps roles






